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1 Transversality

We say a map F : M Ñ N is transverse to a submanifold S Ă N provided

TFppqS`DFpTp Mq “ TFppqN

for all p P M such that Fppq P S. When M is a submanifold of N, F is the inclusion map. The
big idea of transversality is that it allows us to obtain a useful generalization of the pre-image
theorem. We state the theorem

Theorem 1.1. If F : M Ñ N is transverse to a (properly) embedded submanifold S Ă N, then F´1pSq Ă M
is also a (properly) embedded submanifold. When F´1pSq ‰ H, then

codim F´1pSq “ dim M´ dim F´1pSq “ dim N ´ dim S “ codim S.

This here is not a proof but a good way to think about how you may arrive at the definition of
transversality naturally. This is taken from Guillemin and Pollack.

We have the the solutions of the equation Fpmq “ n form a smooth manifold, provided n is a
regular value of the map F : M Ñ N. When can we say the same if S Ă N is a submanifold and
we conside the set of solutions of the relation Fpmq P S?

Whether F´1pSq is a manifold is a local matter. This allows us to consider the simpler case when
S is a single point. If n “ Fpmq, then we may write S in a neighborhood of n as the zero set of a
collection of independent functions g1, . . . , g`, ` being the codimension of S in N. Then, near m,
the pre-image f´1pSq is the zero set of the functions g1 ˝ F, . . . , g` ˝ F. Let g denote the submersion
pg1, . . . , g`q defined around n. To the map g ˝ F : W Ñ R`, we may apply the pre-image theorem:
pg ˝ Fq´1p0q is guaranteed to be a manifold when 0 is a regular value of g ˝ F.

Although the map g is arbitrary, the condition that 0 is a regular value of g ˝ F can be reformulated
in terms of F and N alone. Since (by chain rule),

dpg ˝ Fqm “ dg f pmq ˝ d fm,

the linear map dpg ˝ Fqm : TmpMq Ñ R` is surjective iff dg f pmq carries the image of dFm onto R`.
But dg f pmq : Tf pmqpNq Ñ R` is a surjective linear transformation whose kernel is Tf pmqpSq. Thus,
dg f pmq carries a subspace of Tf pmqpNq onto R` precisely if that subspace spans the part of Tf pmqpNq
which non-zero image. Reformulating this exactly gives that g ˝ F is a submersion at m P F´1pSq
if and only if

imagepdFmq ` Tf pmqpSq “ Tf pmqpNq,

which is the definition of transversality.

We now state some important results from Peterson’s Manifold Theory notes.

Corollary 1.1.1. Let G : M Ñ N be transverse to an embedded submanifold S Ă N. A map F : L Ñ M
is transverse to F´1pSq Ă M if and only if G ˝ F is transverse to S.

Let M be a manifold with boundary. If F : M Ñ N, then we denote the restriction to the boundary
as BF “ F|BM.

Theorem 1.2. Let F : M Ñ N, where M has boundary. If S Ă N has no boundary and both F and BF are
transverse to S, then F´1pSq is a submanifold with BpF´1pSqq “ F´1pSq X BM.
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This result allows us to begin classifying 1-dimensional manifolds.

Theorem 1.3. A connected one-dimensional manifold is diffeomorphic to either S1 or R when it has no
boundary and either r0, 1s or r0,8q when it does.

Corollary 1.3.1. A compact manifold with boundary admits no retracts onto the boundary.

Proof. Consider a map F : M Ñ BM such that F|BM “ idBM. If p P BM is a regular value, then
F´1ppq Ă M is a one-dimensional manifold with BpF´1ppqq “ F´1ppq X BM “ tpu. Thus, F´1ppq is
non-compact and consequently M must also be non-compact.

Corollary 1.3.2 (Brouwer’s Fixed Point Theorem). Any map on the closed unit ball in Euclidean space
has a fixed point.

1.1 Thom’s Transversality Theorem

The previous section dealt with maps F : Mn Ñ N transverse to S Ă N. We now seek to answer
the question: given S Ă N and Mn, can we find maps F : M Ñ N transverse to S Ă N?

Lemma 1.4. Let L be a manifold without boundary and F : M ˆ L Ñ N. If F and BF are transverse
to S Ă N, then F` : M Ñ N and BF` : BM Ñ N are transverse to S for almost all ` P L, where
F`pxq “ Fpx, `q.

This can be used to prove the Borsuk-Ulam theorem.

Theorem 1.5 (Borsuk-Ulam). The following statements are equivalent and true

(a) If f : Sn Ñ Rn, then there exists x P Sn such that f pxq “ f p´xq.

(b) If f : Sn Ñ Rn is odd then there exists x P Sn such that f pxq “ 0.

(c) There is no odd map f : Sn Ñ Sn´1.

Theorem 1.6 (Thom). Any map f : M Ñ N is homotopic to a nearby map that is transverse to S Ă N.
Moreover, if f is a section for π : N Ñ M, i.e., π ˝ f “ idM, then the homotopy H : r0, 1s ˆM Ñ N can
be chosen so that all of the maps Ht : M Ñ N are sections. Finally, if f is proper, then the homotopy is also
proper.

The proof is long but allows us to set up for Mod 2 Intersection theory. I don’t know if it is worth
knowing the full proof of Thom, but definitely the next corollaries are important.

Corollary 1.6.1. Let F : M Ñ N. If BF : BM Ñ N is transverse to S Ă N, then there is a homotopy
H : r0, 1s ˆM Ñ N such that Hpt, xq “ BFpxq for all x P BM and x ÞÑ Hp1, xq is transverse to S Ă N.

In particular, if two maps are homotopic and transverse to S, there there exists a homotopy be-
tween the maps that is also transverse to S.

Corollary 1.6.2. Any manifold admits a vector field that is transverse to the zero section p ÞÑ 0p P Tp M.

Corollary 1.6.3. Any map F : M Ñ M is homotopic to a map G : M Ñ M such that pidM, Gq : M Ñ

MˆM where x ÞÑ px, Gpxqq is transverse to the diagonal ∆ “ tpp, pq| p P Mu.

Proof. Just use that pidM, Fq is a section of the projection π1 : MˆM Ñ M on to the first coordinate.
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1.2 Problems

I could not find this definition in Petersen’s note but here is something that could appear.

Two manifolds K, L Ă M are said to intersect transversely if for every point p P KX L, we have

TpK` TpL “ Tp M.

This means that K and L are transverse if and only if the inclusion map ι : K ãÑ M is transverse to
L in the usual sense, or vice versa for ι1 : L ãÑ M. The idea is that if this is true, then KX L is also
a submanifold of M, and codim KX L “ codim K` codim L, by applying Theorem 1.1.

Spring 2016, 2. Let X and Y be submanifolds of Rn. Prove that, for almost every a P Rn, the
translate X` a intersects Y transversely.

Solution. Consider the map F : X ˆRn Ñ Rn where px, aq ÞÑ x` a. We claim F is transversal to
Y. If the image of F and Y do not intersect, then they are trivially transversal. Otherwise, suppose
we have Fpx, aq P Y. then we note dFpx,aq : TxX ˆ TaRn Ñ TyRn can be written as a block matrix
with identity on the bottom, since F is the identity on the second entry. Thus,

dFpx,aqpTxXˆ TaRnq “ TyRn.

Thus, F is transverse to Y. By an above lemma, this implies the map Fa : X Ñ Rn where x ÞÑ x` a,
or equivalently the inclusion map Fa : X ` a ãÑ Rn where x ` a ÞÑ x ` a is transverse to Y for
almost all a P Rn.

Fall 2016, 2 Let M Ă RN be a smooth k-dimensional submanifold. Prove that M can be im-
mersed into R2k.

WLOG we may assume N ą 2k, as if not we have an immersion M Ñ R2k via the inclusion
M Ñ RN ãÑ R2k.

We show this inductively. Let f : M Ñ Rm be an immersion where m ą 2k. Define g : TM Ñ Rm

where gpx, vq “ d fxpvq. Recall that dim TM “ 2k. Then since m ą 2k we know every point in
TM is a critical point of g. By applying Sard’s theorem, we know that the image of g is a set of
measure zero in Rm. Therefore, we can pick an a P Rm such that a R gpTMq and a ‰ 0. Let
π be the projection of Rm onto the orthogonal complement of a, Ha. we show the composition
π ˝ f : Mk Ñ Ha is an immersion.

Suppose for contradiction that v ‰ 0, and v P Tx M such that dpπ ˝ f qxpvq “ 0. Note that since π
is linear, dpπ ˝ f qx “ π ˝ d fx by the chain rule. So π ˝ d fxpvq “ 0 which implies d fxpvq “ ta for
some t P R. If t “ 0, then d fxpvq “ 0, which is impossible as f is an immersion and v ‰ 0. So
t ‰ 0. Therefore, we must have gpx, 1

t q “ d fxp
1
t q “ a which is a contradiction since a R gpTMq. So

dpπ ˝ f q is injective implying π ˝ f creates a immersion into an m´ 1 dimensional subspace of Rm,
which is isomorphic to Rm´1. �
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2 Mod 2 Intersection

2.1 Definitions and First Results

Notes on this section are drawn from Petersen’s notes and from Guillemin & Pollack.

The setup for the section is as follows: we have a smooth map F : M Ñ N for M compact
and N connected. Let S Ă N be a closed submanifold, assume F is transverse to S and that
FpBMq X S “ H. Then, if dim M ` dim S “ dim N, the preimage F´1pSq Ă M is a compact
0-manifold, so a finite collection of points of MzBM.

Remark 2.1. We can get away with M non-compact as long as F is proper. In this case, we can take the
required homotopies in the proofs through proper maps.

Definition 2.1. In the setup of the previous paragraph, the mod 2 intersection number I2pF, Sq is the
value #F´1pSq pmod 2q.

One important advantage of working mod 2 is that the intersection mod 2 is well-defined up to
homotopy, unlike the honest count #F´1pSq.

Theorem 2.1. Let F0, F1 : Mm Ñ Nn be homotopic maps transverse to Sn´m Ă N, such that when
BM ‰ H we have BF0 “ BF1, neither boundary map intersects S, and the homotopy is fixed on BM. Then
I2pF0, Sq “ I2pF1, Sq.

Proof sketch. In the boundaryless case, consequences of Thom’s transversality theorem produce a
homotopy H : r0, 1s ˆ M Ñ N transverse to S, so that Hp0, xq “ F0pxq and Hp1, xq “ F1pxq. Then
H´1pSq is a compact one-manifold with boundary, so that BH´1pSq has an even number of points.
But

BH´1pSq “ H´1pSq X t0, 1u ˆ int M “ t0u ˆ F´1
0 pSq Y t1u ˆ F´1

1 pSq,

so #BH´1pSq “ #F´1
0 pSq ` #F´1

1 pSq is even, whence F´1
0 pSq and F´1

1 pSq have the same parity and
so I2pF0, Sq “ I2pF1, Sq.

When M has boundary, the product r0, 1sˆM is no longer a manifold with boundary, but Petersen
assures us we can still get a homotopy as above since BF0 “ BF1 don’t intersect S.

We can now define mod 2 intersection for maps F not necessarily transverse to S:

Definition 2.2. In our setup with F : M Ñ N not necessarily transverse to S Ă N, we define I2pF, Sq to
be I2pG, Sq for any map G : M Ñ N transverse to S and homotopic to F. If M has boundary we require BF
not to intersect S and the homotopy to restrict to BF on BM for all times t P r0, 1s.

Example 2.1. The identity map idM : M Ñ M is transverse to txu Ă M with #id´1
M ptxuq “ 1, so

I2pidM, txuq “ 1.

Theorem 2.2. Let Bm`1 be a compact manifold with boundary BB “ Mm and f : Mm Ñ Nn with
Sn´m Ă Nn a closed submanifold. If f “ BF, where F : B Ñ N, then I2p f , Sq “ 0.

Proof sketch. Use Thom’s transversality theorem to obtain a map G : B Ñ N such that G and BG
are both transverse to S. Now G´1pSq is a compact one-manifold, so BpG´1pSqq “ pBGq´1pSq has
an even number of boundary points. Then 0 “ I2pBG, Sq “ I2p f , Sq.
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Remark 2.2. This theorem recovers the result that a compact manifold never retracts onto its boundary: any
such r : M Ñ BM has idBM “ Br, so the theorem gives I2pBr, txuq “ 0 for any txu P BM, contradicting
I2pidBM, txuq “ 1.

Definition 2.3. The mod 2 Euler characteristic of a manifold M is χ2pMq “ I2pX, M0q, where X is a
vector field on M and M0 the zero section. This is well-defined since every manifold admits a vector field
transverse to the zero section and all vector fields on M are homotopy equivalent.

Definition 2.4. The mod 2 Lefschetz number of F : M Ñ M is defined by L2pFq :“ I2ppidM, Fq, ∆q,
where ∆ Ă M ˆ M is the diagonal. This is well-defined since such an F is always homotopic to a G for
which pidM, Gq is transverse to ∆.

Proposition 2.1. We have χ2pMq “ L2pidMq.

2.2 The Winding Number and the Jordan-Brouwer Separation Theorem

The approach to this section is taken from section 2.5 in Guillemin & Pollack. We give statements
here; the proofs are exercises in G&P.

We require a couple more definitions.

Definition 2.5. Let F : M Ñ N be a smooth map with M compact, N connected, and dim M “ dim N.
Then the mod 2 degree of F is defined by deg2pFq “ I2pF, tpuq for any p P N.

Note that there is a concrete description of deg2 F: it is the number #F´1pqq of preimages of a
regular value q P N, modulo 2. Moreover, since mod 2 degree is defined as an intersection number,
the results from the previous section apply; in particular, mod 2 degree is homotopy-invariant, and
the mod 2 degree of a map F : M Ñ N equal to BG for some G : B Ñ Y with BB “ M is zero.

To prove Jordan-Brouwer, we track one final invariant:

Definition 2.6. Let F : Mn Ñ Rn`1 be a smooth map with M compact and connected. The mod 2
winding number of F with respect to a point z R FpMq is given by

W2p f , zq “ deg
ˆ

Fpxq ´ z
|Fpxq ´ z|

: M Ñ Sn´1
˙

.

Thus the mod 2 winding number counts whether Fpxq ´ z points in some generic direction an
even or odd number of times. We have the following theorem on winding numbers.

Theorem 2.3. Let X be a compact, connected manifold of dimension n ´ 1 and suppose we are given a
smooth map f : X Ñ Rn. Suppose also that X “ BD for D a compact manifold with boundary, and that
we have a smooth map F : D Ñ Rn extending f (i.e. f “ BF). If z is a regular value of F which is not in
the image of f , then F´1pzq is finite and W2p f , zq “ #F´1pzq pmod 2q.

Theorem 2.4 (Jordan-Brouwer Separation Theorem). Let X Ă Rn be a compact, connected hypersur-
face (i.e. X has codimension 1). Then RnzX consists of two connected open sets D0, D1, and we can choose
the labeling so that D1 is a compact manifold with boundary X.

For a proof see Petersen’s notes. Part of the proof is outlined in the solution to Fall 2014, problem
2 below.
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2.3 Problems

Spring 2018, 3 For n ě 1, consider the subset X Ă CP2n given by

X “ trz0 : z1 : ¨ ¨ ¨ : z2ns P CP2n | zn`1 “ ¨ ¨ ¨ “ z2n “ 0u.

(a) Show that X is a smooth submanifold.
(b) Calculate the mod 2 intersection number of X with itself.

Solution. (a) Define a map F : CPn Ñ CP2n by rz0 : ¨ ¨ ¨ : zns ÞÑ rz0 : ¨ ¨ ¨ : zn : 0 : ¨ ¨ ¨ : 0s. We will
show that F is a smooth embedding with image X, which suffices to prove that X is a smooth
submanifold.

To see that F is smooth, note that we have a commutative diagram

Cn`1zt0u C2n`1zt0u

CPn CP2n

ι

π π

F

where both maps labelled π are the projections, both surjective smooth submersions by the con-
struction of complex projective space as a manifold, and ι is the inclusion into the first n` 1 co-
ordinates of C2n ` 1zt0u, which is clearly smooth. We can then pass to the quotients to determine
that F is smooth.

It remains to show F is an embedding with image X. That F has image X is clear. To show F is
an embedding, recall that embeddings are precisely proper injective immersions. We have that F
is proper because CPn is compact, and F is seen to be injective by construction. To show F is an
immersion, one can write out the transition maps in real coordinates and check that the Jacobian
matrices have constant rank n. If fact, when you work in local coordinates (WLOG, suppose
z0 ‰ 0) then the map becomes a canonical projection, ie p z1

z0
, . . . , zn

z0
q Ñ p

z1
z0

, . . . , zn
z0

, 0, . . . , 0q.

To calculate the mod 2 intersection number of X with itself, we produce a map G : CPn Ñ CP2n

which is transverse to X and homotopic to F, then calculate the mod 2 intersection number of
G with X. The map G we will use sends rz0 : . . . zns to r0 : 0 : ¨ ¨ ¨ : zn : ¨ ¨ ¨ : z0s, where zn
occurs in position n` 1. Define a map H : CPn ˆ r0, 1s Ñ CP2n by sending prz0 : ¨ ¨ ¨ : zns, tq to
rtz0 : ¨ ¨ ¨ : tzn´1 : zn : p1´ tqzn´1 : ¨ ¨ ¨ : p1´ tqz0s. Then Hpx, 0q “ Gpxq and Hpx, 1q “ Gpxq, and
H is smooth by another passing-to-quotients argument (noting that it is constant on projective
equivalence classes). So F and G are homotopic, and to show G is transverse to X we need to
show their tangent spaces add to TpCP2n at every point of X X GpCPnq. The only point of this
intersection is p “ r0 : ¨ ¨ ¨ : 0 : 1 : 0 : ¨ ¨ ¨ : 0s, where 1 is in position n` 1. Now calculate that
TpX Ă TpCP2n consists of vectors whose last 2n real coordinates are zero, while dGpTr0:¨¨¨:0:1sCPnq

consists of those vectors whose first 2n real coordinates are zero. It follows that G is transverse to
X, and since the intersection XX GpCPnq has one point, the mod 2 intersection number is 1.
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Fall 2014, 2 Let Mm Ă Rn be a closed connected submanifold of dimension m.
(a) Show that RnzMm is connected when m ď n´ 2.
(b) When m “ n´ 1, show that RnzMm is disconnected by showing that the mod 2 intersection

number I2p f , Mq “ 0 for all smooth maps f : S1 Ñ Rn.

Solution. (a) We show that RnzMm is path connected when codim M ě 2. Pick p, q P RnzMm, and
let γ : r0, 1s Ñ Rn be the line segment from p to q in Rn. By Thom’s transversality theorem,
there is a smooth curve η : r0, 1s Ñ Rn which is homotopic to γ in a manner fixing the points
p, q, with η transverse to M. Since M has codimension at least 2 and the image of η is one-
dimensional, it is not possible for η to be transverse to M unless η and M do not intersect.
Thus η is a path from p to q not meeting M, and RnzMm is connected.

(b) First we prove the given claim about intersection numbers of maps f : S1 Ñ Rn. Assume
without loss of generality that f is transverse to M, let X denote the image of f , and pick
distinct points p, q P XzM. These two points give two distinct paths γ1, γ2 from p to q along
X. Since Rn is simply connected, the paths γ1 and γ2 are homotopic by a homotopy fixing p, q.
Moreover γ1, γ2 are both transverse to M since X is. So I2pγ1, Mq “ I2pγ2, Mq, and

I2p f , Mq “ I2pγ1, Mq ` I2pγ2, Mq “ 2I2pγ1, Mq “ 0.

Now we use this fact to prove RnzM is disconnected. Suppose that RnzMm is connected. As
M is a closed submanifold of dimension m, given some m P M, there exists some open subset
m P U Ă Rn and a chart such that U X M “ tpx1, . . . , xm, 0qu. Then, there exists some ε ą 0
such that px1, . . . , xm, εq, px1, . . . , xm,´εq P U for some choice of x1, . . . , xm. Denote these points
as p and q respectively. Considering the path γ0 : r0, 1s Ñ Rn where

γ0ptq “ px1, . . . , xm, p1´ 2tqεq,

we note that I2pγ0, Mq “ 1. However, as RnzMm is connected, there exists another path γ1
connecting p and q entirely contained in RnzM. Thus, I2pγ1, Mq “ 0. However, then the loop
γ “ γ0 ˝ γ1 has intersection I2pγ, Mq “ I2pγ0, Mq ` I2pγ1, Mq “ 1, which is a contradiction, as
desired.

3 Lefschetz Fixed Point Formula

In this section, M is a compact orientable manifold. We define the graph of f : M Ñ M to be
Γp f q “ tpx, f pxqq P MˆMu, and the diagonal to be ∆ “ ΓpidMq “ tpx, xq P MˆMu.

We define a map f to be a Lefschetz map if Γp f q ´& ∆. Via Thom (or a related corollary), we obtain
the following

Lemma 3.1. Every map f : X Ñ X is homotopic to a Lefschetz map.

What does it mean for a map to be Lefschetz? Recalling the definition of transversality, we need
only consider the fixed points of f . The tangent space of Γp f q in Tx Mˆ Tx M is simply the graph
of the map d fx : Tx M Ñ Tx M and the tangent space of the diagonal ∆ is the diagonal ∆x of
Tx Mˆ Tx M. Thus, Γp f q ´& ∆ at px, xq if and only if

Γpd fxq ` ∆x “ Tx Mˆ Tx M.

10



As Γpd fxq and ∆x are vector subspaces of Tx M ˆ Tx M, both of dimension dim M, they fill out
everything precisely if their intersection is 0. But Γpd fxq X ∆x “ 0 means that d fx has no nonzero
fixed point (or in the language of linear algebra, d fx has no eigenvector of eigenvalue `1).

We call the fixed point x a Lefschetz fixed point of f if d fx has no nonzero fixed point. f is then a
Lefschetz map if and only if all fixed points are Lefschetz fixed points.

If x is a Lefschetz fixed point, we denote the orientation number of px, xq in the intersection of
∆X Γp f q by Lxp f q (called the local Lefschetz number of f at x). Thus, for Lefschetz maps,

Lp f q “
ÿ

f pxq“x

Lxp f q.

To find Lxp f q, we first note that x being a Lefschetz fixed point is equivalent to d fx ´ I being an
isomorphism of Tx M. Thus, we get the following

Lemma 3.2. The local Lefschetz number Lxp f q at a Lefschetz fixed point x of f is `1 if the isomorphism
d fx ´ I preserves orientation on Tx M and´1 if it reverses orientation. That is, the sign of Lxp f q equals the
sign of the determinant of d fx ´ I.

This result is one in which you should know. It is easy to remember and a common method of
proving a map has a fixed point.

Theorem 3.3. Let f : M Ñ M be a smooth map on a compact orientable manifold. If Lp f q ‰ 0 then f has
a fixed point.

Proof. We prove the contrapositive. If f has no fixed points then ∆ and Γp f q are trivially transversal
as they are disjoint. Thus, Lp f q “ IpΓp f q, ∆q “ 0.

How can we calculate Lefschetz numbers? In some instances (See Spring 2013 #6), we can calculate
it outright. However in many instances, we use the formula below.

Theorem 3.4 (Lefschetz Trace Formula). If F : M Ñ M, then

LpFq “ IpΓpFq, ∆q “
ÿ

p´1qptrpF˚ : HppM; Qq Ñ HppM; Qqq.

Note: there are many different statements of this formula, sometimes defined on homology. Here
is another formulation. It is almost important to note that this is always well-defined when either
HppM; Rq is free. When R is a field, this is guaranteed, but we may calculate this in integral
coefficients in the case where all homology groups are free (e.g. CPn).

Theorem 3.5 (Lefschetz Trace Formula, v2). If F : M Ñ M, then

LpFq “ IpΓpFq, ∆q “
ÿ

p´1qptrpF̊ : HppM; Qq Ñ HppM; Qqq.

This may be hard to calculate in general, but it is easy when p “ 0 or p “ dim M and M is compact,
connected, and oriented. In which case

trpF˚ : H0pM; Qq Ñ H0pM; Qqq “ 1,

trpF˚ : HnpM; Qq Ñ HnpM; Qqq “ deg F.

This formula implies Brouwer’s Fixed point theorem almost instantly.
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3.1 Problems

Spring 2015, 4 Consider a smooth map f : RPn Ñ RPn.
(a) When n is even show that F has a fixed point.
(b) When n is odd, give an example where F does not have a fixed point.

(a) To show F has a fixed point, we show that Lp f q ‰ 0. We show this via Lefschetz’s trace
formula. Note that, for n even,

HkpRPnq “

$

’

&

’

%

Z k “ 0,
Z{2Z 1 ď k ă n and k odd,
0 otherwise.

Thus, by the universal coefficient theorem, we have that

HkpRPn; Qq “ ExtpHk´1pRPnq, Qq ‘HomZpHkpRPnq, Qq.

However, we note that
ExtpZ, Qq “ 0

as Z is free and
ExtpZ{2Z, Qq – Q{2Q – Q{Q – 0

and 2Q – Q as Q is a field. Additionally, we note that

HomZpZ{2Z, Qq “ 0

as we require 0 ÞÑ 0 and 1 ÞÑ b implies b` b “ 0, thus we need b “ 0. Finally, we note that

HomZpZ, Qq – Q

as each map is uniquely determined by the image of 1, as φpmq “ mφp1q for every m P Z.
Thus, H˚pRPn; Qq “ Qp0q. So, any map F : RPn Ñ RPn, induces the identity map F˚ :
H0pRPn; Qq Ñ H0pRPn; Qq. Thus, by the Lefschetz trace formula,

Lp f q “ trpF˚ : H0pRPn; Qq Ñ H0pRPn; Qqq “ 1 ‰ 0,

as desired.

(b) Consider the map F : RPn Ñ RPn where

ra0 : a1 : ¨ ¨ ¨ : an´1 : ans ÞÑ r´a1 : a0 : ¨ ¨ ¨ : ´an : an´1s.

This map has no fixed points as Fpxq is normal to x in local coordinates, and at least one
ai ‰ 0.

�
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Fall 2015, 8 Show that CPn is not a covering space for any manifold other than itself when n is
even.

Note that, for n even,

HkpCPnq “

#

Z 0 ď k ď 2n, k even,
0 otherwise.

We claim that every diffeomorphism f : CPn Ñ CPn has a fixed point. Supposing this claim is
true, if p : CP2 Ñ X was a covering map, then every element of π1pXq acts by diffeomorphisms,
and thus has a fixed point. However, the only element of the deck group which fixes any element
is the identity element. This implies π1pXq is trivial, thus X “ CPn.

Let us now prove our claim. Let f : CPn Ñ CPn a diffeomorphism be given. Then, by the
Lefschetz trace formula,

Lp f q “
n
ÿ

i“0

trp f˚ : Z Ñ Zq.

As f is a diffeomorphism, the induced map on homology is an isomorphism and thus has trace
˘1, thus, Lp f q “

ř

˘1, with an odd number of summands. Particularly Lp f q ‰ 0, and thus f has
a fixed point. �

4 Euler Characteristic

4.1 Definitions

Definition 4.1. χpMq “ IpX, M0q “ IpM, Mq.

Alternatively, we can define it as
χpMq “

ÿ

n
p´1qncn,

where cn is the number of n-cells in X.

This definition says that the Euler characteristic is the intersection number of any vector field X
and M0. Recall that every smooth vector field is homotopic (this can be done by a straight line
homotopy Hpt, pq “ tX1ppq ` p1´ tqX0ppq. We can note that in order to compute this intersec-
tion number we only need a orientation of TpTMq around the sub-manifold M0 (which is the
image of the zero section). We can note that the tangent space at a point 0p P TM looks like
TMˆ TM in local coordinates (we can let the first be the M factor and the second represent the
TM factor). This space has a natural orientation which, given any basis of Tp M, e1, . . . , em then
pe1, 0q, . . . , pem, 0q, p0, e1q, . . . , p0, emq is well defined and gives the same orientation.

Theorem 4.1. The Euler Characteristic can be also computed as

χpXq “
ÿ

n
p´1qn rank HnpXq “

ÿ

n
p´1qn rank HnpX; Fq

for any field F (eg. Q, R).

This fact comes from a pretty straightforward algebraic computation (since cn is the rank of Cn, we
can just write short exact sequences and compare the ranks of the terms). But most importantly,
this shows that Euler characteristic is a homotopy invariant.
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Proposition 4.1. For a closed oriented manifold M, LpidMq “ χpMq

Proof. Proof Sketch: What is the idea of this well lets just write out LpidMq “ IppIdm, Idmq, ∆q “
Ip∆, ∆q which is the intersection number of the diagonal with itself. We can now ‘cock your
head sideways’ and note that the diagonal can be identified with the manifold M where TM
is identified by Np∆q “ tp´v, vq, v P TMu. What we need to check is that this identification
preserves orientations which is does, we can see this by preforming elementary row operations
that don’t change the sign of the determinate on pe1, e1q, . . . , pem, emq, p´e1, e1q, . . . , p´em, emq to get
pe1, 0q, ¨ ¨ ¨ pem, 0q, p0, e1q, . . . , p0, emq which is the standard basis. With this identification, we can
note that ∆ becomes the zero section and we get IpM0, M0q “ χpMq where X is just the zero
section which is a vector field.

4.2 Useful facts

Corollary 4.1.1. For a closed manifold M of odd dimension m, we have LpidMq “ χpMq “ 0.

This comes from the fact that pe1, e1q, . . . , pem, emq, pe1,´e1q, . . . , pem,´emq has the opposite orienta-
tion of that we gave Np∆q, and we could just as easily identified TM by v Ñ pv,´vq and p´v, vq.
Another way of seeing this: via Poincaré duality (in Z{2 coefficients as every manifold is Z{2-
orientable) since we know that M is a closed manifold there is an isomorphism between HkpMq
and Hm´kpMq and we can note that when m is odd k and m´ k have opposite parity so

χpMq “
m
ÿ

i“0

p´1qiRankpHipMqq “
pm´1q{2
ÿ

i“0

p´1qiRankpHipMqq ` p´1qm´iRankpHm´ipMqq “ 0.

Theorem 4.2 (Also S16# 4 and S22 # 9!). Suppose M is an odd-dimensional compact manifold. Then

χpBMq “ 2χpMq.

Proof. Take two copies M1 and M2 and glue them along the boundary to get the manifold N “

M1 YBM M2. Notice that N satisfies the conditions of the 4.1.1, so χpNq “ 0. Now it is enough to
show that χpNq “ χpM1q ` χpM2q ´ χpBMq “ 2χpMq ´ χpBMq.

Notice that this is one of the properties in 4.3, but we will prove it more carefuly. For that, take
neighborhoods ε1 and ε2 of BM in M1 and M2 that can be deformation retracted onto BM. Now,
apply the Mayer-Vietoris sequence for N “ pM1 ` ε2q Y pM2 ` ε2q :

. . . Ñ Hn`1pNq Ñ HnpBMq Ñ HnpM1q ‘ HnpM2q Ñ

Ñ HnpNq Ñ Hn´1pBMq Ñ Hn´1pM1q ‘ Hn´1pM2q Ñ . . .

Now it is only left to apply the following fact:

Lemma 4.3. In every finite exact sequence, the alternating sum of the ranks of the groups is equal to 0.

If we combine this with 4.1, we get the desired equality.

Theorem 4.4 (Poincaré - Hopf). Let X be a vector field on the compact oriented manifold M with isolated
zeros xi. Suppose also that X is pointing in the normal direction along the boundary. Then

χpMq “
ÿ

i

indexxipXq,
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where indexxipXq is the degree of the map u : BD Ñ Sn´1 defined by upzq “ Xpzq{ }Xpzq} (D is a
neighborhood of xi in which xi is the only zero).

This means that to calculate the Euler characteristic χpMq of M, we can construct any smooth
vector field on this manifold and compute the sum of the indices of this vector field.

4.3 Computing Euler Characteristic

Proposition 4.2. The Euler characteristic of the common spaces are:

• χpSnq “ 1` p´1qn.

• χpRPnq “
1`p´1qn

2 .

• χpCPnq “ n` 1.

• χpMgq “ 2´ 2g.

• χpNgq “ 2´ g.

• χp
Ž

m S1q “ 1´m.

• χpT2q “ 0.

There are also a couple of properties that can help compute the Euler characteristic:

Proposition 4.3. (a) χpXˆYq “ χpXq ¨ χpYq.

(b) If p : rX Ñ X is an n-sheeted cover space, then

χprXq “ nχpXq.

(c) If X “ AY B, where A and B are subcomplexes, then

χpXq “ χpAq ` χpBq ´ χpAX Bq.

(d) In particular, χpX_Yq “ χpXq ` χpYq ´ 1.

Proof. Might be good to know, since some of these are just exercises in Hatcher. But this should
just follow from the definition with cell complexes?

4.4 Problems

Fall 2012, 8 Show that there is no compact 3-manifold M whose boundary is RP2.

Easy! Suppose the contrary. But then χpMq “ 1
2 χpBMq “ 1

2 χpRP2q “ 1
2 . Contradiction! �

Fall 2015, 1 and Fall 2020, 10 Let MnpRq be the space of nˆ n real matrices.
(a) Show that SLnpRq is a smooth submanifold of MnpRq.
(b) Show that SLnpRq has trivial Euler characteristic.
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(a) Consider det : MnpRq Ñ R. To show that SLnpRq is a manifold, it’s enough to show that 1
is a regular value. To do this, we wish to show that dpdetqA is nonzero (thus surjective) for
detpAq “ 1.

We have

dpdetqA “ lim
hÑ0

detpA` hBq ´ detpAq
h

“ lim
hÑ0

detpAqpdetpI ` hBA´1q ´ 1q
h

Now choosing B “ A, since detpAq “ 1, we can see that dpdetqA “ 1 ‰ 0 as desired. Note
that if the derivative is defined, we should be able to take the limit from any direction and
obtain the same value.

(b) We show that SLnpRq is homotopy equivalent to SOpnq, and since Euler characteristic is
invariant under homotopy, χpSLnpRqq “ χpOpnqq. Let r : MnpRq Ñ SOpnq by A “ UP ÞÑ
U, where UP is the polar decomposition of A so that P is positive definite and U is unitary
and therefore U P SOpnq. Let i : SOpnq Ñ MnpRq be the inclusion. By uniqueness of
the polar decomposition, i ˝ r “ id, so we show that r ˝ i is homotopy equivalent to id.
To do this, consider Ht : SLnpRq Ñ SLnpRq defined by HtpAq “

p1´tqA`tU
detpp1´tqA`tUq . We note

detpp1´ tqA` tUq ‰ 0 as

p1´ tqA` tU “ Upp1´ tqP` tIq.

As P is a positive definite matrix, and the convex combination of positive definite matrices
is positive definite, and detpUq ‰ 0, we have that detpp1´ tqA` tUq ‰ 0. Additionally, note
t, det pHtpAqq “ 1. Moreover, we note that H0 “ id and H1 “ r ˝ i, as desired.

Since SOpnq and SLnpRq are homotopy equivalent, they have the same Euler characteristic.
Moreover, as SOpnq is a lie group, it is parallelizable and thus admits a nowhere vanishing
vector field. Since SOpnq is closed (it’s the inverse image of t1u for the map A ÞÑ AAT ) and
bounded, Poincare-Hopf implies χpSOpnqq “ 0.

�

Spring 2017, 3 Use the Poincare-Hopf index theorem to calculate the Euler characteristic of Sn.
(You must compute the indices in local coordinates. Drawings do not suffice!)

First, consider n “ 2k ´ 1, where we then consider the vector field at p “ pa1, b1, ¨ ¨ ¨ , ak, bkq to
be p´b1, a1, ¨ ¨ ¨ ,´bk, akq. Since p´b1, a1, ¨ ¨ ¨ ,´bk, akq is orthogonal to pa1, b1, ¨ ¨ ¨ , ak, bkq, and thus
p´b1, a1, ¨ ¨ ¨ ,´bk, akq P TppSnq . Since this vector field has no zeros on Sn, by the Poincare Hopf
theorem, we see that Sn for n odd has Euler characteristic 0.

Now, consider n “ 2k, in which case, Sn sits in R2k`1. For p “ pa1, b1, ¨ ¨ ¨ ak, bk, rq, we define the
vector field X at this point to be p´b1, a1, ¨ ¨ ¨ ,´bk, ak, 0q. As before, we note that the output is
orthogonal to the input, and thus p´b1, a1, ¨ ¨ ¨ ,´bk, ak, 0q P TppSnq. We note that in this case, there
are two zeros: namely at the points p0, ¨ ¨ ¨ , 0,˘1q.

The index of X around p “ p0, ¨ ¨ ¨ , 0, 1q can be computed by taking the degree of Xp{
›

›Xp
›

›

along a circle around p not containing any other zeroes of X. In particular, we can take the
one at the equator (ie. points of the form pz1, ¨ ¨ ¨ , zk, 0q - we note that in this case,

›

›Xp
›

› “ 1,
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so we are just doing degree of Xp really). We notice that this is a map from Sn´1 to Sn´1 taking
pa1, b1, ¨ ¨ ¨ , ak, bkq ÞÑ p´b1, a1, ¨ ¨ ¨ ,´bk, akq.

Since each sign change contributes a factor of ´1 , as do the swaps. Thus, the index here is
p´1qn{2p´1qn{2 “ p´1qn “ 1.

The index around p0, ¨ ¨ ¨ , 0,´1q can be computed the same way, thus giving us a sum of indices
of 2. It thus follows then that the Euler characteristic is 2 . �

Fall 2017, 7 Suppose M is smooth, connected, and oriented manifold without boundary.
(a) Show that if χpMq “ 0, then M admits a nowhere vanishing vector field.
(b) If M is a surface of genus g, then what is the minvpnumber of zeros of vq, where v ranges

over vector fields whose zeros are isolated and have index ˘1?

(a) Let X be a vector field with a finite number of isolated zeros. We can assume, without loss
of generality, that these are located in an open set diffeomorphic to B1p0q (the unit ball in
Rn). Now, we note that since the Euler characteristic is 0, the sum of indices is also zero (by
Poincare Hopf), which means that deg

`

Xp{
›

›Xp
›

›

˘

is also zero (viewing this as a function on
the boundary of Ū to Sn´1 ), which by the Extension theorem (Guillemin and Pollack page
146) and the Poincare Hopf Index Theorem allows us to extend Xp{

›

›Xp
›

› to g defined on all
of Ū. Note that f From here, define a vector field Y such that

Yp “

"

gppq p P Ū
Xp{

›

›Xp
›

› p R Ū

Thus, Y is a nonvanishing vector field, as desired.

(b) We first notice that M has Euler characteristic 2´ 2g, which by Poincare Hopf, given X that
has isolated zeros of index ˘1, the sum of indices give 2 ´ 2g. In order to minimize the
number of zeros, we must have 2g´ 2 zeros all with index ´1. This can be done as follows:
we know that there is a vector field X with a source, a sink, and 2g saddles (if we consider
the flow of ’dunking a n-hole donut and lifting it’). Now, we can, without loss of generality,
assume that the source, sink, and two of the saddles are contained in a neighborhood U
diffeomorphic to an open ball in R2. Now, we can consider Xp{

›

›Xp
›

› as before, which is
nonzero on BU (which is diffeomorphic to S1 ); since the sum of indices of the source, sink,
and two saddles add up to 0, we see that Xp{

›

›Xp
›

› is a degree 0 map on BU, which means
we can extend it to a map g on all of U.

Unfortunately, we cannot do as we did before, since Xp has zeros in MzŪ. To remedy this,
we first, assume without loss of generality, that U is the restriction of an open ball Ũ in R3

(note M can be embedded into R3 ) of radius r, and find ε ą 0 such that the (closed) ball W
of radius r` ε centered around the the same point as Ũ, contain only the source, sink, and
same two saddles. Now, we can use a bump function to define our vector field as follows:
outside of W, Yp “ Xp, inside of U, Yp “ gppq, and in between, we have a smooth transition
that is nonzero. Thus, we have ourselves vector field with only 2g´ 2 zeros (all of index 1 ),
since we removed the source, sink, and two saddles.

�
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5 Poincare Duality

Poincare Duality has generally been tested in two ways on previous quals; either it has been used
simplify computation involving the rank of cohomology groups or the Euler characteristic, or you
have been asked to find Poincare duals to certain submanifolds. In both types of problems, only
the relevant results and needed; the proofs likely go beyond the scope of the exam. Therefore, I will
present the relevant results here and do my best to highlight how I think you should understand
the results in context, but I will not go into much rigorous detail on their proofs. These notes are a
combination of Lee’s Smooth Manifolds and Hatcher’s Algebraic Topology.

Also importantly, hypotheses matter here. There are many related statements of Poincare duality,
many with slightly relaxed conditions, and it is important to understand when you can apply a
result.

First, let’s consider the case of de Rham cohomology, i.e., cohomology over R. Let M be an ori-
ented smooth n-manifold without boundary. We define a map PD : ΩppMq Ñ Ωn´p

c pMq˚ via

PDpωq : η ÞÑ

ż

M
ω^ η

This descends to a linear map PD : HppMq Ñ Hn´p
c pMq˚ because the integrals of exact forms will

vanish. Poincare duality says that this map is an isomorphism.

Theorem 5.1 (Poincare Duality). Let M be an oriented smooth n-manifold without boundary. The map
PD : HppMq –ÝÑ Hn´p

c pMq˚ is an isomorphism. In particular, dim HppMq “ dim Hn´p
c pMq.

This implies that when the cohomologies are finite dimensional that HppMq – Hn´p
c pMq, although

note that there is no natural isomorphism here because the dual space Hn´p
c pMq˚ is not naturally

isomorphic to Hn´p
c pMq. So if you are asked to work with the isomorphism explicitly, (finding

Poincare duals is related to this) you should use this map.

There is also a related corollary for compact manifolds, where HkpMq “ Hk
c pMq. Here we have

Corollary 5.1.1 (Compact Poincare Duality). Let M be a closed oriented smooth n-manifold. The map
PD : HppMq –ÝÑ Hn´ppMq˚ is an isomorphism. In particular, dim HppMq “ dim Hn´ppMq.

This allows us to prove a result we have seen before. Let M be a closed manifold of odd dimension
n; then χpMq “ 0. This is because

χpMq “
n
ÿ

p“0

p´1qp dim HppMq “
n
ÿ

p“0

p´1qp dim Hn´ppMq “ ´
n
ÿ

p“0

p´1qp dim HppMq

by re-indexing. So χpMq “ ´χpMq, hence χpMq “ 0. This type of argument is very standard.

Now recall that Hn´ppMq˚ “ HompHn´ppMq, Rq. From the Universal Coefficient Theorem, we
see that this is exactly Hn´ppMq, since R is free. This gives us an equivalent formulation.

Theorem 5.2 (Poincare Duality Again). Let M be an oriented n-manifold without boundary. There is an
isomorphism Hp

c pM; Rq
–
ÝÑ Hn´ppM; Rq is an isomorphism. In fact, if M is R-oriented, then there is an

isomorphism Hp
c pM; Rq –ÝÑ Hn´ppM; Rq. In particular, dim Hp

c pM; Rq “ dim Hn´ppM; Rq.

There is also a simpler version when the manifold is compact. This proof naturally comes from
algebraic topology, (hence we no longer need the smooth hypothesis. (Also since cohomology
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is homotopy invariant)) since we are no longer using the de Rham cohomology groups. The
explicit map is now defined using the cap product and the fundamental class. Specifically, if
rωs P HnpM; Rq is the fundamental class, then the isomorphism D : HppM; Rq Ñ Hn´ppM; Rq is
given by D : η ÞÑ rωs X η.

There is also a generalization of Poincare duality to manifolds with boundary known as Lefschetz
Duality.

Theorem 5.3 (Lefschetz Duality). Let M be a compact R-orientable n-manifold with boundary BM. Then
there is an isomorphism HppM, BM; Rq –ÝÑ Hn´ppM; Rq.

More generally, if we can decompose BM into the union of two compact pn´ 1q-manifolds A and B with
common boundary BA “ BB “ AX B, then the is an isomorphism HppM, A; Rq –ÝÑ Hn´ppM, B; Rq.

The special case comes by taking A “ BM and B “ H, and this is the most any problem on the
qual has previously needed.

An example corollary of this result is that if M is an n-dimensional manifold with boundary, then
HnpMq “ 0. From Lefschetz duality, we see that HnpMq “ H0pM, BMq “ 0.

5.1 Universal Coefficient theorem

A result that is often useful for problems like this is the Universal coefficient theorem. This result
tells us that HipX; Zq and HipX; Zq completely determines HipX; Aq and HipX; Aq for any other
abelian group A.

Theorem 5.4. (Universal coefficient theorem for homology and cohomology)

In the homology case, consider the tensor product of modules HipX; Zq b Aq. Then there is a short exact
sequence with the Tor functor

0 Ñ HipX; Zq b A
µ
ÝÑ HipX; Aq Ñ Tor1pHi´1pX; Zq, Aq Ñ 0

On the other hand, in the cohomology case we assert there is the following short exact sequence with the Ext
functor

0 Ñ Ext1
RpHi´1pX; Rq, Gq Ñ H1pX; Gq h

ÝÑ homRpHipX; Rq, Gq Ñ 0

with this we can prove the following corollary of the Poicare Duality.

Corollary 5.4.1 (Corollary 3.37 of Hatcher). A closed manifold of odd dimension has Euler characteristic
zero.

Proof. Let M be a closed n-manifold. If M is orientable, we have rank HipM; Zq “ rank Hn´ipM; Zq

Poincare duality. On the other hand, by exactness in the universal coefficient theorem for cohomol-
ogy, we know that H1pX; Gq “ Ext1

RpHi´1pX; Rq, Gq b homRpHipX; Rq, Gq. The Ext contribution to
Hn´i will be torsion, whereas the Hom contribution to Hn´i will be the free part of Hn´i. There-
fore, rank Hn´ipM; Zq “ rank Hn´ipM; Zq. Thus, if n is odd, all the terms of

ř

ip´1qi rank HipM; Zq

cancel in pairs.

Let’s warmup by solving this old friend again!
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Fall 2012, #8 Show that there is no compact three-dimensional manifold whose boundary is
RP2.

Suppose M is the manifold whose boundary is RP2. Let N be the double of M (ie. take two
disjoint copies of M and identify them by the boundary). Consider the following Mayer Vietoris
Sequence

¨ ¨ ¨ Ñ HnpBMq Ñ HnpMq ‘ HnpMq Ñ HnpNq Ñ Hn´1pBMq Ñ ¨ ¨ ¨

Then the assumption on M yields,

¨ ¨ ¨ Ñ HnpRP2q Ñ HnpMq ‘ HnpMq Ñ HnpNq Ñ Hn´1pBMq Ñ ¨ ¨ ¨

which gives χ
`

RP2
˘

´ 2χpMq ` χpNq “ 0. Note that

HnpRP2q “

$

’

&

’

%

Z if n “ 0
Z{2Z if n “ 1
0 otherwise

and therefore, χ
`

RP2
˘

“ 1.

As N is a compact oriented 3-manifold, we note that it has by utilizing Poincare duality in the
corollary above, that χpNq “ 0. So, χ

`

RP2
˘

is even, which contradicts the fact that χ
`

RP2
˘

“ 1. �

Fall 2012, #7 and Spring 2015, #10 and Fall 2021, #5 Let n ě 0 be an integer. Let M be a compact,
orientable, smooth manifold of dimension 4n` 2. Show that dim H2n`1pM; Rq is even.

Consider the map H2n`1pMq ˆH2n`1pMq Ñ R where pω, ηq ÞÑ
ş

M ω^ η. We can easily verify this
map is bilinear as follows, pω1 ` ω2, ηq “

ş

Mpω1 ` ω2q ^ η “
ş

M ω1 ^ η ` ω2 ^ η “
ş

M ω1 ^ η `
ş

M ω2^ η “ pω1`ω2, ηq and the η component can be treated similarly. On the other hand, for any
c P R, we know that pcω, ηq “

ş

Mpcωq ^ η “ c
ş

M ω^ η “ cpω, ηq

This bilinear form is also anti-symmetric since
ż

M
ω^ η “ ´

ż

M
η ^ω

as both η, ω P Ω2n`1pMq are both odd-dimensional.

Since R is a field, Poincare Duality gives us this is non-degenerate (proposition of 3.38 of hatcher).

It follows that dim H2n`1pMq is even as if it were odd, then

detpAq “ detpATq “ detp´Aq “ p´1qdim H2n`1pMq detpAq “ ´detpAq.

However as A is non-degenerate, we know that detpAq ‰ 0. Thus, dim H2n`1pMq is even. �

Spring 2019, #10 Suppose Mn is a compact, connected orientable topological manifold with
boundary a rational sphere, i.e. with H˚pBM; Qq – H˚pSn´1; Qq.

(a) Assuming n is odd, use Poincare duality (with Q coefficients) to show that M has Euler
characteristic χpMq “ 1.

(b) Assuming n ” 2 pmod 4q, show that the Euler characteristic of M is odd.
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(a) Similar set up to F2012, #8. Let N “ M YBM M. We note that by alternating sum of short
exact sequences of the Mayer-Vietoris sequence,

χpNq ´ 2χpMq ` χpBMq “ 0.

As N is an odd dimensional closed orientable manifold, Poincare Duality implies χpNq “ 0.
We also note that χpBMq “ χpSn´1q, and as n is odd, χpSn´1q “ 2, so χpMq “ 1.

(b) Let n “ 4k ` 2. Firstly, we note that HnpMq – H0pM, BM; Qq “ 0 and HnpM, BM –

H0pM; Qq – Q by Lefschetz Duality. We analyze the LES of the pair pM, BMq in Q coeffi-
cients. As H˚pBM; Qq – H˚pSn´1; Qq, we have isomorphisms HipM; Qq – HipM, BM; Qq for
all i ď n´ 1. Thus, for all i ď n´ 1, we have

HipM; Qq – HipM, BM; Qq – Hn´ipM; Qq,

via Lefschetz Duality. Thus, we obtain

χpMq “
4k`2
ÿ

i“0

p´1qirankpHipM; Qqq

“ rankpH0pM; Qqq `

2k
ÿ

i“1

p´1qirankpHipM; Qqq ´ rankpH2k`1pM; Qqq

`

4k`1
ÿ

i“2k`2

p´1qip´1qirankpHipM; Qqq ` rankpH4k`2pM; Qqq

“ 1`
2k
ÿ

i“1

p´1qirankpHipM; Qqq ´ rankpH2k`1pM; Qqq `

2k
ÿ

i“1

p´1qirankpHn´ipM; Qqq

“ 1` 2
2k
ÿ

i“1

p´1qirankpHipM; Qqq ´ rankpH2k`1pM; Qqq.

It suffices to show rankpH2k`1pM; Qqq is even. However, again, Lefschetz Duality gives us a
non-degenerate pairing

H2k`1pM; Qq b H2k`1pM, BM; Qq Ñ H4k`2pM, BM; Qq – Q,

given by the cup product. As H2k`1pM, BM; Qq – H2k`1pM; Qq, composing this isomor-
phism gives a non-degenerate pairing

H2k`1pM; Qq b H2k`1pM; Qq Ñ H4k`2pM, BM; Qq – Q.

As 2k ` 1 is odd, this is a skew-symmetric non-degenerate bilinear form, implying that
H2k`1pM; Qqmust be an even dimensional space, as desired.

�

5.2 Poincare Duals

Despite the linguistic similarity, a Poincare dual is slightly different from the statement of Poincare
duality. Put directly, a Poincare dual to a submanifold is a cohomology class (of the codimension
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of the manifold) that allows integration on the submanifold to be related to integration on the
manifold. These notes come entirely from Petersen’s Manifold Theory.

Let Sk Ă Nn be a closed oriented submanifold of an oriented manifold with finite dimensional
de Rham cohomology of codimension m “ n ´ k. A Poincare dual to S is a cohomology class
rηN

S s P Hm
c pNq such that

ż

S
ω “

ż

N
ηN

S ^ω

for all ω P HkpNq. (We will sometimes call a Poincare dual any representative ηN
S P rη

N
S s.

The cluttered notation suggests that the dependence of the Poincare dual on the ambient manifold
N is annoying, and this is true because a Poincare dual might not even exist! For example, N
might have no cohomology in dimension m, like N “ Sn. However, it is true that we can find
some neighborhood U of S, because

ş

S ω only depends on the values of ω in a neighorhood of S.

In Petersen’s notes, he selects a tubular neighborhood U of S with a deformation retraction π :
U Ñ S, where the fibers π´1ppq are diffeomorphic to Rm for all p P S. This means that there is an
isomorphism

π˚ : HkpSq Ñ HkpUq

and we can always find a Poincare dual rηU
S s P Hm

c pUq. That is,
ż

S
ω “

ż

U
ηU

S ^ π˚pωq

This is essentially the same for all tubular neighborhoods, so unless otherwise specified we say
that rηSs is a Poincare dual to S in some tubular neighborhood of S. But when this has been asked
on previous quals, it has always been the case that a Poincare dual can be found on the entire
manifold N.

Spring 2014, #5 Let M “ R2{Z2 be the two dimensional torus, L the line 3x “ 7y in R2, and
S “ πpLq Ă M where π : R2 Ñ M is the projection map. Find a differential form on M which
respresents the Poincare dual of S.

Let ω denote a representative of the class of the Poincaré dual of S. Since H1
dRpMq – R dx‘R dy,

we have ω “ a dx` b dy for real numbers a, b. We calculate a, b using the definition of S and of the
Poincaré dual.

Let ι denote the inclusion map S ãÑ M. Then

3 “
ż

S
ι˚pdyq “

ż

M
ω^ dy “

ż

M
´a dx^ dy “ a

and
7 “

ż

S
ι˚pdxq “

ż

M
ω^ dx “

ż

M
b dx^ dy “ ´b,

where we compute the integrals over S by pulling back to the line segment ` Ă L from p0, 0q to
p7, 3q in R2. We conclude that ω “ 3 dx´ 7 dy. �

Fall 2015, #4 Let M “ R3{Z3 be a three-dimensional torus and C “ πpLq, where L Ă R3 is
the oriented line segment from p0, 1, 1q to p1, 3, 5q and π : R3 Ñ M is the quotient map. Find a
differential form on M which represents the Poincare dual of C.
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This problem is very similar to the previous one, but we’ve moved up a dimension. Let ω denote a
2-form on M representing the Poincaré dual to C. Since (by e.g. Künneth for S1ˆ S1ˆ S1) we have
H2

dRpMq – R dx^ dy‘R dy^ dz‘R dx^ dz, we can write ω “ a dx^ dy` b dy^ dz` c dx^ dz
for real numbers a, b, c. Now, for ι : C ãÑ M the inclusion, compute

1 “
ż

C
ι˚pdxq “

ż

M
b dy^ dz^ dx “

ż

M
b dx^ dy^ dz “ b,

as well as
2 “

ż

C
ι˚pdyq “

ż

M
c dx^ dz^ dy “ ´

ż

M
c dx^ dy^ dz “ ´c

and
4 “

ż

C
ι˚pdzq “

ż

M
a dx^ dy^ dz “ a.

Again we compute the three leftmost inequalities by pulling back along the parametrization of C.
We conclude that ω “ 4 dx^ dy` dy^ dz´ 2 dx^ dz. �

Fall 2016, #5
(a) Let M be a smooth compact manifold and N Ă M a smooth compact submanifold. Ex-

plain (in terms of integrals, without reference to cohomology) what it means for a closed
differential form ω to be Poincare dual to N.

In parts (b) and (c), you are free to use your knowledge of homology and cohomology.
(b) Let M “ T2 be the two dimensional torus with coordinates px, yq P pR{Zq ˆ pR{Zq – T2.

Identify a submanifold N Ă M Poincare dual to the form dy, and show that they are indeed
dual.

(c) Give an example of a closed 1-form on T2 that is not Poincare dual to any submanifold.

We need M and N to be oriented as well. The solution to part (c) is taken from Harris Khan’s
solutions document.

(a) Let ι : N ãÑ M be the inclusion, and set m “ dim M, n “ dim N, and k “ m´ n. A closed form
ω P ΩkpMq is Poincaré dual to N if for all closed n-forms η on M we have

ż

N
ι˚pηq “

ż

M
ω^ η.

(b) Let L Ă R2 be the oriented line segment from p1, 0q to p0, 0q, and let S be the image of L under
the projection π : R2 Ñ R2{Z2 – T2. We claim dy is Poincaré dual to S. Indeed, for a closed
1-form a dx` b dy on M representing a general class in H1

dRpMq, and ι : S ãÑ M the inclusion,
we have

´a “
ż

S
ι˚pωq,

while
ż

M
dy^ω “

ż

M
dy^ pa dxq “ ´

ż

M
a dx^ dy “ ´a.

Since these are equal, the form dy is Poincaré dual to S as desired.
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(c) We claim the closed 1-form π dx is not Poincaré dual to any closed, oriented submanifold of
M. Let ι : N ãÑ M be the inclusion of a closed, oriented 1-submanifold of M into M, and
let π2 : M Ñ S1 denote projection onto y-coordinate (identifying M – R2{Z2 – pR{Zq ˆ

pR{Zq – S1 ˆ S1). Then if π dx were Poincaré dual to N, we’d have
ż

N
ι˚pdyq “

ż

M
π dx^ dy “ π.

But dy on M can be identified with π˚2 pdθq on S1, so we also have
ż

N
ι˚pdyq “

ż

N
pπ2 ˝ ιq˚pdθq “ degpπ2 ˝ ιq

ż

S1
dθ “ degpπ2 ˝ ιq,

where we have used the definition of the degree of a map N Ñ S1 in terms of de Rham
cohomology. From the two display lines we conclude that degpπ2 ˝ ιq “ π, which is impossible
since the degree of a map is always an integer. We conclude that π dx is not dual to any closed
oriented submanifold of M.

�

6 Symplectic Forms

Sam’s notes give a great concise summary here that I think should be the primary reference here,
but I’m going to write down the main results here for completeness.

A symplectic form on a 2n-dimensional manifold is a closed 2-form ω P Ω2pMq such that ωn is
nowhere zero, i.e., ωn is a volume form. The pair pM, ωq is called a symplectic manifold.

The two prototypical examples are M “ R2n, where the symplectic form is ω “
ř

dxi ^ dyi, and
S2 where any volume form is a symplectic form.

Symplectic manifolds are orientable, because the top cohomology is nontrivial. This means that
we can use Poincare duality, with suitable other hypothesis. For example, if pM, ωq is a closed
symplectic 2n-manifold, then H2kpMq ‰ 0 for all k ď n. This is just because rωns ‰ 0, and
rωns “ rωks ^ rωn´ks.

Spring 2018, #5 A symplectic form on an eight dimensional manifold is a closed 2-form ω
such that ω4 is a volume form. Determine which of the following admits a symplectic form;
S8, S2 ˆ S6, S2 ˆ S2 ˆ S2 ˆ S2.

We analyze each given manifold separately. Note that the de Rham cohomology of Sn satisfies

Hp
dRpS

nq “

#

R if p “ 0, of p “ n
0 if 0 ă p ă n

and that the ring cohomology is

H˚pSnq ” Zrαs{pα2q, |α| “ n

• S8: Since H2
dR

`

S8
˘

“ 0, any closed 2-form is exact, meaning that on the level of homology,
for any closed 2-form ω, ω4 “ 0 cannot be a volume form.
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• S2 ˆ S6: Consider H˚
dR

`

S2 ˆ S6
˘

– H˚
dR

`

S2
˘

b H˚
dR

`

S6
˘

– C
“

s2, s6
‰

{
`

s4, s12
˘

. We note that
the elements of grading 2 all have the form cs2 for some c, which means for a closed 2-form
ω, we have ω^ω “ 0, and so we cannot possibly have ω4 being a volume form here either.

• S2ˆ S2ˆ S2ˆ S2: Finally, note that H˚
dR

`

S2 ˆ S2 ˆ S2 ˆ S2
˘

– C
“

s2, t2, u2, v2
‰

{
`

s4, t4, u4, v4
˘

.
Consider

`

s2 ` t2 ` u2 ` v2
˘4, which is of the form cs2t2u2v2, for some nonzero c. We note

that this is a generator of H8, meaning that this is a volume form.

�

Spring 2020, #2 Let M be a 4-dimensional manifold. A symplectic form is a closed 2-form ω
such that ω^ω is a nowhere vanishing 4-form.

(a) Construct a symplectic form on R4.
(b) Show that there are no symplectic forms on the unit sphere S4.

(a) Since we are in R4, we want to construct a form such that ω2 is nowhere zero. Consider
ω “ dx1 ^ dx2 ` dx3 ^ dx4 we get ω^ω “ 2dx1 ^ dx2 ^ dx3 ^ dx4

(b) We note that any closed 2 form ω is exact as H2pS4q “ 0. It thus follows that ω ^ω is also
exact for any 2 form ω since if ω “ dν then dpν^ dνq “ dν^ dν “ ω ^ω. thus we can see
that ω^ω, then by continuity,

ş

S4 ω^ω ‰ 0, giving us our desired contradiction.

�

Spring 2022, #1 Let M be a closed (compact, without boundary) 2n-dimensional manifold, and
let ω be a closed 2-form on M which is non-degenerate, i.e., for any p P M, the map Tp M Ñ T˚p M,
X Ñ iXωppq is an isomorphism. Show that the de Rham cohomology groups H2k

dR ‰ 0 for
0 ď k ď n.

It suffices to show H2n
dR ‰ 0, as rωns “ rωks ^ rωn´ks for any 0 ď k ď n. Consider the map

Tp Mˆ Tp M Ñ R where
XˆY ÞÑ ωppqpX, Yq.

This is a bilinear form as ωppq is a multilinear map. However as it is alternating, we have

ωppqpX, Yq “ ´ωppqpY, Xq.

Finally, we see ω is non-degenerate because Y Ñ ωppqpX, Yq is exactly the map iXωppq, which
is an isomorphism by hypothesis. That is, for any X P Tp M, DY P Tp M such that ωppqpX, Yq is
nonzero, which proves ωppq is non-degenerate.

So we have a non-degenerate bilinear skew-symmetric form. Thus, there exists a basis

X1, . . . , Xn, Y1, . . . , Yn P Tp M

such that
ωppqpXi, Yjq “ δij,

and
ωppqpXi, Xjq “ ωppqpYi, Yjq “ 0.
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Thus,

ωppq “
n
ÿ

i“1

X˚i ^Y˚i ,

implying
ωnppq “ n! X˚1 ^ ¨ ¨ ¨ ^ X˚n ^Y˚1 ^ ¨ ¨ ¨ ^Y˚n .

Thus,
ωnppqpX1, . . . , Xn, Y1, . . . , Ynq “ n!

implying ωn is nowhere vanishing as X1, . . . , Xn, Y1, . . . , Yn is a basis for Tp M, implying M is ori-
entable. As ωn is nowhere vanishing,

ş

M ωn ‰ 0, and as M is closed, this implies ωn is not exact,
as desired. �

Fall 2022, #5 Let M be a 2n-dimensional manifold. A symplectic form on M is a smooth closed
2-form in Ω2pMq so that ω ^ . . .^ω P Ω2npMq is a volume form. (That is, nowhere vanishing)
Determine all pairs of positive integers pk, `q so that Sk ˆ S` has a symplectic form.

We show the only pairs are k “ ` “ 1 and k “ ` “ 2.

Note that if Sk ˆ S` is a symplectic form, as Sk ˆ S` is closed, we require ωn to not be exact. As
rωns “ rωks ^ rωn´ks, this implies we require all even De Rham cohomologies to be nontrivial. We
also need k` ` to be even.

Suppose k ą 2 and ` ą 2. Then, by Künneth’s formula,

H2pSk ˆ S`q “ H2pSkq b H0pS`q ‘ H1pSkq b H1pS`q ‘ H2pSkq b H0pS`q

“ 0bZ‘ 0b 0‘ 0bZ “ 0

So, none of the are possibilities as symplectic manifolds.

Suppose k “ 2 and ` ą 4. Then, by Künneth’s formula,

H4pS2 ˆ S`q “ H2pS2q b H2pS`q ‘ H1pS2q b H3pS`q ‘ H0pS2q b H4pS`q

“ Zb 0‘ 0b 0‘Zb 0 “ 0

So, none of the are possibilities as symplectic manifolds.

So, the possible candidates are S2 ˆ S2, S1 ˆ S1, and S2 ˆ S4.

S1 ˆ S1 is symplectic as it is an orientable two dimensional manifold, as the product of orientable
manifolds is orientable, so any volume form is our symplectic form.

We show S2ˆ S2 is symplectic. Let η be a volume form on S2, which exists as S2 is orientable, and
let πi : S2 ˆ S2 Ñ S2 be projection onto the ith coordinate. We have, via Künneth, π˚1 η ^ π˚2 η is a
volume form on S2 ˆ S2. Take ω “ π˚1 η ` π˚2 η. Note that π˚i η ^ π˚i η “ π˚i pη ^ ηq “ 0 as η ^ η is a
4-form on S2. Thus,

ω^ω “ 2π˚1 η ^ π˚2 η,

which is a volume form, as desired.

S2 ˆ S4 is not symplectic. Suppose it were. Note that, via Künneth,

H2pS2 ˆ S4q “ H2pS2q b H0pS4q – Z.
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Thus, it is spanned by π˚1 η where η is a volume form on S2. Suppose ω were a symplectic form on
S2 ˆ S4. Then, rωs “ crπ˚1 ηs. Thus, rω3s “ c3rπ˚1 η3s “ 0. However this contradicts the fact the ω3

is a volume form, as it cannot be exact. �

Extra Which torii pS1qn are symplectic manifolds? Which products pS2qn are symplectic mani-
folds?

7 The Fundamental Group

Hopefully, we already know the basics of the fundamental group but I’ll put down the basic
definitions and then do more in adding the important propositions/facts surrounding the topic.
I’ll try to include all the technical definitions where they show up. My source is Hatcher, but I do
things slightly out of order, in a way that makes sense to me, who already knows the material and
not learning it for the first time.

If we are given a connected topological space X and a specific point x0 P X, we can define the
fundamental group of X based at x0, π1pX, x0q “ LpX, x0q{ „where LpX, x0q is the space of all the
loops based at x0. The relation „ is based homotopy equivalence, that is a homotopy Htpxqwhere
Htp1q “ x0 “ Htp0q for all t P r0, 1s. We call this a group since it has a group structure where the
product of two loops is the concatenation of two loops and the inverse of a loop is running the
loop in reverse, and the identity is the equivalence class of the constant loop γpxq “ x0.

7.1 Relations of Spaces and Fundamental Groups

I feel like one of the most important things to keep straight is where maps between spaces and
fundamental groups arise. Like, if a pair of spaces have some property what does that say about
their fundamental groups? Or if I have some property about fundamental groups what does that
say about the spaces and the maps between them. In my mind this includes all the covering space
stuff.

One of the first questions we could ask is what do maps between two topological spaces f : X Ñ Y
do to the fundamental groups π1pX, x0q and π1pY, f px0qq relate? Since any continuous map sends
loops to loops, preserves concatenation, homotopy, and sends the trivial loop to the trivial loop,
we get that every continuous map f induces a homeomorphism on fundamental groups, also
known as a push forward, f˚ : π1pX, x0q Ñ π1pY, f px0qq where f˚rγs “ r f ˝ γs. We can then
ask what sort of group homomorphisms between fundamental groups can naturally arise. For
example, by considering the projection maps πX, πY from XˆY to X and Y we get the following:

Proposition 7.1. If X and Y are path connected spaces, then

π1pXˆY, px0, y0qq – π1pX, x0q ˆ π1pY, y0q.

This isomorphism arises naturally by sending γ : I Ñ X ˆ Y to pπXpγq, πYpγqq (here π is the
projection map) we can see that the order of the first component vs second component does not
matter since that can change by homotopy in XˆY.

One of the most important group homomorphisms, the change of base-point isomorphism, does
not arise as a push forward of a map. If γ is a path from x0 to y0, then we can consider the map
βh : π1pX, x0q Ñ π1pX, y0q which sends a loop γ to h ¨ γ ¨ h´1 where ¨ represents concatenation of
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paths, we can check that this obeys all the group laws and has an inverse which is βh´1 . These iso-
morphisms sometimes show up in propositions (like the next few), so it is good to be comfortable
with them.

Since the fundamental group is a topological object it is not too surprising that it is invariant
under homotopy, some of the time we want to know how it is invariant, as in exactly what are the
isomorphisms which is the topic of the next few propositions.

Proposition 7.2. If Htpxq : I ˆ X Ñ Y is a homotopy, then we know then the push forwards H0˚ and
H1˚ are related by the change of base-point isomorphism on Y via the path h : t Ñ Htp0q. That is H1˚ “

βh ˝ H0˚

Proposition 7.3. If f : X Ñ Y is a homotopy equivalence, then f˚π1pX, x0q Ñ π1pY, f px0qq is a group
isomorphism.

This second follows from the first since if f ˝ g » then which implies that f˚ ˝ g˚ “ p f ˝ gq˚ “
˚ ˝ βh˚ “ βh˚ so we can see that f˚ ˝ g˚ and g˚ ˝ f˚ are group isomorphisms of π1pX, x0q and

π1pY, f px0qq respectively so they are both isomorphisms.

So homotopy equivalent spaces have the same fundamental group. See here for some1 clever
examples. We can also ask what happens with the push-forward from covering maps.

Theorem 7.1. If p : X̃ Ñ X is a covering map. Then p˚ : π1pX̃, x0q Ñ pX, ppx0qq is an injective
isomorphism. That is p˚pπ1pX̃, x0qq is a subgroup of π1pX, ppx0qq. If X and X̃ are path connected then the
number of sheets in this covering space is the index of the subgroup,

The theorem comes from properties about the homotopy lifting property of covering spaces. This
gives us a necessary and sufficient condition for a map f : X Ñ Y to lift to the covering space
X Ñ Ỹ. To do this we will need one more technical definition.

Definition 7.1. A space X is locally path connected, if for all x P X and neighborhoods V of x, there is a
neighborhood U of x, where U Ă V and U is path connected.

Proposition 7.4. Suppose that Y is a path connected space and locally path connected. Then f : X Ñ Y
lifts to f̃ : X Ñ Ỹ if and only if f˚π1pX, x0q ă p˚pỸ, y0q where ppy0q “ f px0q.

The locally path connected definition is used to show that the lift is continuous. That is points
near x lift to points near f̃ pXq since a short path in X connects them, so a short path in Y connects
them and thus a short path in Ỹ connects them.

Remark 7.1. We should not confuse this with the other map lifting properties which deal with lifting the
domain not the image, that f : X Ñ Y lifts to f̃ : X̃ Ñ Y which always exists and is continuous. The more
interesting question is when f̃ : X̃ Ñ Y descends, which is when it is constant on the fibers of p.

Recall, the uniqueness of lifts, that if f̃1 and f̃2 agree at a point then they agree on that entire path
component. One special case of lifting maps properties is in the classification of covering spaces.

Proposition 7.5. If X is path connected and locally path connected, and has covering maps p1 : X̃1 Ñ X
and p2 : X̃2 Ñ X, where p1˚pX̃1, x1q “ p2˚pX̃2, x2q where p1px1q “ p2px2q, then p̃1 : X̃1 Ñ X̃2 which
sends x1 to x2 is a homeomorphism.

There is also a converse that if X̃1 and X̃2 are covering spaces and f : X̃1 Ñ X̃2 is an homeomorphism with
f px1q “ x2, then p1˚pX̃1, x1q “ p2˚pX̃2, x2q.

1URL: https://www.math3ma.com/blog/clever-homotopy-equivalences
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We can note that if X is path connected and locally path connected and x1 and x2 are both in the
fiber of x0 then p̃˚pX̃, x1q and p̃˚pX̃, x2q need not be the same! But they will be isomorphic as
subgroups of π1pX, x0q. In fact, we can find what the isomorphism is. If g is loop in X which lifts
to a path from x1 to x2, then we can see that π1pX̃, x1q and π1pX̃, x2q are isomorphic by change of
base-point transformation β g̃ which sends γ̃ to g̃ ˝ γ̃g̃´1, which corresponds to the map g ˝ γ ˝ g´1

in π1pX, x0qwhere note that g and g´1 are now elements of π1pX, x0q and not paths so the change
of base-point is in fact conjugation. We then get the following important corollary.

Proposition 7.6. If X is a path connected and locally path connected space, where p : pX̃, x1q Ñ pX, x0q

is a covering space. p˚pπ1pX̃, x1qq is a normal subgroup of π1pX, x0q if and only if p is a normal covering
space (that is the deck transformations are transitive).

Since the deck-transformations are the homoemorphism of the covering space X̃, then we can
note that they form a group of themselves, denoted by GpX̃q in Hatcher. It is also true that GpX̃q
is isomorphic to Npp˚pπ1pX̃, x1qqq{p˚pπ1pX̃, x1qq where NpGq is the normalizer of the group G.
This is most useful when p is a normal covering so Npp˚pπ1pX̃, x1qqq “ π1pX, x0q and so GpX̃q –
π1pX, x0q{p˚pπ1pX̃, x1qq.

We can further classify all the covering spaces if our space has the added property of being semi-
locally simply connected, note that being locally simply connected, simply connected, and locally
contractible (e.g. CW complexes and manifolds) are a stronger conditions which often hold in real
life.

Definition 7.2. A space X is semi-locally path connected if for all x P X there is a neighborhood U of x
such that the inclusion map i : U Ñ X has the trivial push-forward i˚π1pU, xq Ñ π1pX, x0q. That is every
path of U is sent to a null homotopic path in X (it need not be null homotopic in U)

Theorem 7.2. If a space X is path connected, locally path connected, and semi-locally simply connected
then there is a bijection between the subgroups of π1pX, x0q and the set of path connected covering spaces
of X (up to isomorphisms preserving base-points). Notably this isomorphism is realized by p : X̃ Ñ X by
p˚π1pX̃, x0q is π1pX, ppx0qq.

This has two big consequences in my mind. One if a space is semi-locally simply connected, then it
has a universal cover (which is useful in some qual problems). Or, we can find the set of subgroups
of a group by finding the path connected covering spaces of that space.

7.1.1 Group actions and Covering spaces

There is an aside about when group actions lead to covering spaces, this also occurs in smooth
manifolds for that I am using Lee. Suppose instead we are given a group action G on a space X
and want to know if X Ñ X{G is a covering space. If we are in the realm of smooth manifolds, we
will first give a few definitions.

Definition 7.3. A smooth group action by a Lie group G on a smooth manifold M is proper if only if
GK “ tg P G : pg ¨ Kq X Kqu is compact for all compact K Ă M.

Note if G is a finite group we can give it the discrete topology and every action is proper. If it is
infinite, we need only show that GK is finite for all K.

Proposition 7.7. If G is a Lie group whose action on a smooth manifold M is smooth, free, and proper.
Then q : M Ñ M{G is a smooth normal covering map.

If on the other hand we are working in the continuous case we get the following instead.
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Proposition 7.8. If a group G acts on a space X, such that for all x P X there is a neighborhood U of x
such that GU “ H, then q : X Ñ X{G is a normal covering space. If we assume further that X{G is path
connected the deck transformations are isomorphic to G, and if we even further assume X{G is locally path
connected then G – π1pX{Gq{q˚pπ1pXqq

7.2 Computations

In my head there are two major tools for actually computing fundamental groups. The first is
Van-Kampen the second is the computation for CW complexes. I think usually, we mess around
with homotopies and homotopy equivalences to reduce something to a space we can apply one of
these two tools or use Van-Kampen to break up a space that can be homotoped nicely.

Theorem 7.3 (Van Kampen). If X is a union of the interiors of path connected sets tAiu each containing
a single point x0. If each pairwise intersection is path connected. Furthermore, if every triple intersection is
path connected. Then we have that Φ : ˚iπ1pAiq Ñ π1pXq is surjective with kernel generated by iαβpωqi´1

βα

for ω P π1pAα X Aβq

There a few corollaries of this theorem.

Proposition 7.9. π1pX_Yq “ π1pXq ˚π1pYq if the wedge point is a deformation retract of a neighborhood
in X and Y.

Proposition 7.10. If X is a CW complex then we can note that π1pXq is given by π1pX1q{N where N is
generated by the boundaries of the attached 2-cells.

Proposition 7.11. π1pXˆYq “ π1pXq ˆ π1pYq.

7.3 Problems

Fall 2013, #9 Let H Ă S3 be the Hopf link, shown in the figure

Compute the fundamental group and the homology groups of the complement S3 ´ H.

We can use stereographic proejction to see that S3 ´ tpu is homeomorphic to R3, while S1 ´ tpu is
homeomorphic to R. Thus, we see that S3´H is homeomorphic to R3 with the z axis and the unit
circle pcosp2πtq, sinp2πtq, 0q removed. We note that this deformation retracts to the torus (this can
be seen in that first, this deformation contracts to a sphere with a circle removed, as well as a line
that passes through the middle of the circle removed, from which we can enlarge the removed
circle as well as the line). From here, we have S2 ´ H having the same fundamental group and
homology groups as T2. These are explicitly given as follows

π1pS3 ´ Hq “ π1pT2q “ Z ˚Z

HnpS3 ´ Hq “ HnpT2q “

$

’

&

’

%

Z‘Z if n “ 1
Z if n “ 0, 2
0 otherwise
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Fall 2014, #8 Consider the space X “ M1 Y M2, where M1 and M2 are Möbius bands and
M1 X M2 “ BM1 “ BM2. Here a Möbius band is the quotient space pr´1, 1s ˆ r´1, 1sq{pp1, yq „
p´1,´yqq.

(a) Determine the fundamental group of X.
(b) Is X homotopy equivalent to a compact orientable surface of genus g for some g?

(a) We proceed by Van Kampen. We’d like to apply van-Kampen to the cover X “ M1YM2, but
the issue is that M1 and M2 are not open in X. So instead, we take A and B to be small epsilon
neighborhoods of M1 and M2 and then we apply van-Kampen to the cover X “ AY B.

More explicitly, Let A and B be thickenings of M1 and M2 respectively with the identification.
In this case, we note that A and B are both homotopic to S1, while AX B is homotopic to S1 as
well, but wrapping around twice. Here, we note that the image of the loop around AX B of
the map iA : AX B ãÑ A and iB : AX B ãÑ B are homotopic to taking the loop around twice.
Thus, we note that π1pXq – π1pAq ˚ π1pBq{N, where N is generated by piAq˚ pγq piBq˚ pγq

´1.
If we let π1pAq – Z be generated by a and π1pBq – Z be generated by B, then N is generated
by a2b´2. So, π1pXq “

@

a, b | a2b´2
D

.

(b) We notice from the above that H1pXq “ π1pXq “
@

a, b | a2b´2, aba´1b´1
D

, the abelianization
of π1pXq, has torsion elements: namely, ab. On the other hand, we note that H1

`

Mg
˘

“ Z2g

is torsion free. Thus, for no g do we have X and Mg being homotopy equivalent.

�

Spring 2015, #8 Let X be a CW complex consisting one vertex p, 2 edges a and b, and two 2-cells
f1 and f2, where the boundaries of a and b map to p, the boundary of f1 is mapped to the loop
ab2 (that is first a and then b twice), and the boundary of f2 is mapped to the loop ba2.

(a) Compute the fundamental group π1pXq of X. Is it a finite group?
(b) Compute the homology groups HipXq, i “ 0, 1, . . . , of X.

(a) The boundary of two cells f1 and f2 contract to a point and thus the fundamental group has
the following presentation

@

a, b | ab2, ba2
D

. In particular, we note that a “ b´2, and b´1 “ a2,
meaning that a “ a4, so a3 “ 1. Similarly, b3 “ 1. Moreover, we note that ab2 “ 1, so ab3 “ b,
so a “ b. Thus, this group is just

@

a | a3
D

. There is only 1 group of order 3, which is Z3 and
this is certainly finite.

(b) It immediately follows that H1pXq “ Z3 since the first homology is the abelianization of the
fundamental group. We have the following chain complex (starting from 3-simplices),

0 Ñ Z2 Ñ Z2 Ñ Z Ñ 0

where the map Z2 Ñ Z is 0, and since B f1 “ a` 2b and B f2 “ 2a` b it follows that Z2 Ñ Z2

is given by pa, bq ÞÑ pa` 2b, 2a` bq. The kernel of this map is clearly trivial with a “ b “ 0,
so H2pXq “ 0 as well as all the other higher dimensional homology groups. It is also clear
from the above sequence that H0pXq “ 0, since it is path connected.

�
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8 Covering Spaces

An important result is the following which relates deck transformation (isomorphism between
covering spaces) and the fundamental group.

Theorem 8.1. (Proposition 1.39 of Hatcher) Let p : pX̃, x̃0q Ñ pX, x0q be a path connected covering space
of the path connected locally path connected space X, and let H be the subgroup p˚pπ1pX̃, x̃0qq Ă π1pX, x0q.
Then

(a) This covering space is normal iff H is a normal subgroup of π1pX, X0q

(b) GpX̃q is isomorphic to the quotient NpHq{H where NpHq is the normalizer of H in π1pX, x0q.

In particular, GpX̃q is isomorphic to π1pX, x0q{H if X̃ is a normal covering. Hence for the universal cover
X̃ Ñ X we have GpX̃q « π1pXq.

8.1 Problems

Fall 2013, #7 Let M “ T2 ´D2 be the complement of a disk inside the two-torus. Determine all
connected surfaces that can be described as 3-fold covers of M.

Comment on these types of problems: coming up with a cell structure with a single vertex is
usually helpful. If this can’t be done, contract a maximal subtree to a point (just remember to
expand this vertex back out into the full tree at the end...I think this works). Then do the graph
classifying business making sure loops given by 2-cell attachments downstairs are still loops in
the covering upstairs. Because attaching a 2-cell lets the loop homotope to 0 downstairs and by
injectivity of covering map it must do the same upstairs.

Oh and here’s the reason the maximal subtree idea needs to work. Homotopy equivalent spaces
have the same classes of coverings spaces by the correspondence. So you better not add or remove
any coverings by adding your contracted subtree back in, and the only way to do that seems to be
to expand it out at the corresponding vertices in the cover.

Fall 2014, #9 Determine all the connected covering spaces of the wedge sum RP14 _RP15.

First note that any connected (locally path-connected, semi-locally simply connected) space X
admits a simply connected double cover X̃, then its only connected covering spaces are X and X̃
we can see this because X̃ is the universal cover of X, and since it is a double cover, (proposition
1.39 of Hatcher) π1pXq must have order 2 (so must be Z{2Z) so its only subgroups are the trivial
group (corresponding to the universal cover) and the whole group (corresponding to the trivial
cover X Ñ X).

Therefore, the covering spaces for RP14 are RP14 and S14, and similarly the covering spaces for
RP15 are itself and S15. In particular, in the covering of X “ RP14 _RP15, when we have a S14

or S15, since it’s a double cover, there are two connecting points that can be wedge summed with
coverings of the other, while RP14 and RP15 has only one of these connecting points. Thus, the
covering spaces that we have are as follows: we can have a chain that begins with RP14 or RP15

that ends with the other one (since we need to ensure that we our covering degree is the same),
with alternating S14 and S15 in the middle, we can have an alternating circle of S14 and S15, we can
have an infinite chain that starts with a RP14 or RP15 that infinitely alternate between S14 and S15,
and we can also have an infinite chain of alternating S14 and S15 that have no beginning or end. �
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Spring 2014, #7 Let X be the wedge sum S1 _ S1. Give an example of an irregular covering
space X̃ Ñ X.

We recall that the coverings of S1 are S1 itself and R. We note that the preimage of the wedge point
in the covering space must be wedged with the wedge point of the covering space of the other S1.
Let π1pXq “ π1

`

S1
˘

˚ π1
`

S1
˘

, with a corresponding to the first π1
`

S1
˘

, and b for the second.
Consider X̃ such that we have S1 (corresponding to a), with wedged with R (corresponding to
b), and each wedge point of R (corresponding to a) is wedged with R that corresponds to b, and
each subsequent wedge points, are all wedged with R accordingly. We note that if we choose
π1pX̃, x̃q, where x̃ is the wedge point of the initial S1, then p˚π1pX̃, x̃q “ xay. We note that this is
not normal, since given b, we see that bp˚π1pX̃, x̃qb´1 “

@

bab´1
D

. Thus, we see that this is not a
regular covering space. �

9 Computing Homology: Chain Complexes and Homology, Mayer-Vietoris,
and the Sequence of a Pair

As the obscene number of problems in this section might suggest, being comfortable with the
algebraic machinery of chain complexes and homology and with certain long exact sequences in
homology can make taking the qual much more pleasant. It’s safe to bet money that at least one
problem on your qual will fall to these methods, and it’s not uncommon to have two or even three
exact sequence problems on the same exam. Qual problems that make use of these techniques
might ask you to...

• do concrete computations with abstract chain complexes, including demonstrating the exis-
tence of certain long exact sequences;

• compute the homology (or more rarely, de Rham cohomology) of some weird quotient space
cooked up from nice spaces (by far the most common);

• relate the homology of a suspension to the homology of the space you’re suspending (this
falls under the previous bullet but comes up so often it’s worth mentioning on its own);

• compute relative homology, including homology of certain quotients not falling under the
second bullet, using the exact sequence of a pair.

We’ll go through these bullets in order, outlining the required definitions and facts as we go.

9.1 Abstract Chain Complexes and Homology

The aim of this section is to very quickly review the formal machinery of chain complexes and
homology. There aren’t too many problems purely on abstract chain complexes, but knowing
how to work with them will net you points should such a problem come up and will also give
you more perspective for where the exact sequences we’ll see are coming from. In particular, we’ll
prove the snake lemma and show how to use it to obtain long exact sequences in homology.

Unless otherwise stated, all objects in our chain complexes are abelian groups.

Definition 9.1. A chain complex pA‚, d‚q is a collection of abelian groups . . . , A0, A1, . . . along with
maps (“differentials”) di : Ai Ñ Ai´1 satisfying di´1 ˝ di “ 0 for all i.
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A cochain complex pA‚, d‚q is defined similarly, except the differential di now maps di : Ai Ñ Ai`1 and
we require di`1 ˝ di “ 0.

I always remember the indexing on the differentials as matching that of the domain. Maybe “d for
domain” is a useful mnemonic for this, maybe not.

Examples include:

• The singular chain complex with CipXq defined as the free abelian group on continuous
maps ∆i Ñ X for X a space and i ě 0. Writing rv0, . . . , vis for the standard i-simplex, the
map di : CipXq Ñ Ci´1pXq is given by

σ ÞÑ
i
ÿ

j“0

p´1qjσ|rv0,...,v̂j,...,vis
,

where the hat denotes omission.

• The de Rham cochain complex of differential forms on a smooth manifold M. The abelian
groups are the groups ΩipMq of differential i-forms on M for i ě 0, and the differentials
di : ΩipMq Ñ Ωi`1pMq are given by the exterior derivative.

Definition 9.2. Let pA‚, d‚q be a chain complex. Its homology groups are defined by Hn “ ker dn{im dn`1.

Similarly, for a cochain complex pA‚, d‚q, its cohomology groups are defined by Hn “ ker dn{im dn´1.

In the examples above, we get singular homology HipXq and de Rham cohomology Hi
dRpMq as

the (co)homology groups of the relevant complexes.

Definition 9.3. A sequence of abelian groups A
f
ÝÑ B

g
ÝÑ C is exact (at B) if ker g “ im f . A longer

sequence of abelian groups is exact if it is exact at every group in the sequence.

So, algebraically, homology measures the failure of a chain complex to be an exact sequence at
every object of the complex.

To actually compute homology, say the singular homology (resp. de Rham cohomology) of a space
(resp. manifold), it’s extremely useful to be able to compare homology across chain complexes. In
topological contexts, this typically means building a more difficult space or manifold out of sim-
pler ones with known (co)homology in a way that lets us read off the more difficult (co)homology
using algebraic means. We get these comparisons using long exact sequences associated with
short exact sequences of complexes.

Definition 9.4. Let pA‚, d‚,Aq and pB‚, d‚,Bq be chain complexes. A chain map f‚ : pA‚, d‚,Aq Ñ

pB‚, d‚,Bq is a collection of group homomorphisms fi : Ai Ñ Bi for which di,B ˝ fi “ fi´1 ˝ di,A for all
i. A short exact sequence of chain complexes consists of chain complexes pA‚, d‚,Aq, pB‚, d‚,Bq, and
pC‚, d‚,Cq and chain maps f‚ : A‚ Ñ B‚ and g‚ : B‚ Ñ C‚ for which the sequences

0 Ñ Ai
fi
ÝÑ Bi

gi
ÝÑ Ci Ñ 0

are exact for all i.

We get long exact sequences from chain complexes according to the following proposition.

Proposition 9.1. Suppose we have a short exact sequence of chain complexes

0 Ñ A‚
f‚
ÝÑ B‚

g‚
ÝÑ C‚ Ñ 0.
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Then there exist natural maps δ : HipCq Ñ Hi´1pAq producing a long exact sequence

¨ ¨ ¨ Ñ HipAq
fi
ÝÑ HipBq

gi
ÝÑ HipCq

δ
ÝÑ Hi´1pAq Ñ ¨ ¨ ¨ .

Here, “naturality” of δ means that the maps we construct get us a functor from short exact se-
quences of chain complexes to long exact sequences. It doesn’t seem like they test the precise
meaning of “natural” here, so I wouldn’t worry about it unless you’re really curious.

We prove the proposition (ignoring naturality, since you won’t be asked about it) here, as the
construction of long exact sequences and of the connecting map does get tested. The key step,
providing the construction of the connecting map, is important (and tested) enough to get its own
proof.

Lemma 9.1 (Snake lemma). Suppose we have a commutative diagram with exact rows

A1 B1 C1 0

0 A B C.
ϕ ψ

f g h

ψ1ϕ1

There is a map δ : ker h Ñ coker f fitting into an exact sequence

ker f Ñ ker g Ñ ker h δ
ÝÑ coker f Ñ coker g Ñ coker h.

Proof of snake lemma. We construct the map δ directly. Pick x P ker h. Exactness of the upper row at
C1 implies B1 Ñ C1 is surjective, so x “ ψ1pyq for some y P B1. By the commutativity of the diagram
and the fact that x P ker h we have hpψ1pyqq “ ψpgpyqq “ hpxq “ 0, so gpyq P ker ψ But exactness of
the lower row at B then gives an element z P A with ϕpzq “ gpyq. This z is unique since exactness
at A means ϕ is injective. We claim that sending x to the class z of z in coker f works for δ.

To see δ is well-defined, pick another y1 P B1 with ψ1py1q “ x. Then y´ y1 P ker ψ1, so exactness at
B1 produces w P A1 with ϕ1pwq “ y´ y1. Arguing as in the previous paragraph, there exists z1 P A
with ϕpz1q “ gpy1q, and the injectivity of ϕ along with the commutativity of the diagram then show
that f pwq “ z´ z1. So both choices of y give the same class in coker f , and δ is well-defined. (From
here we can also show δ is a group homomorphism.)

Now we just need to check exactness. We have impker g Ñ ker hq Ď ker δ, because for x P ker h
the image of y P ker g we have gpyq “ 0, and injectivity of A Ñ B then implies δpxq “ 0 P coker f .
For ker δ Ď impker g Ñ ker hq, take x P ker h with δpxq “ 0. We get y P B1 with ψ1pyq “ x
and z P A with ϕpzq “ gpyq. The fact that δpxq “ 0 means z P im f , so there exists w P A1

with f pwq “ z. By the commutativity of the diagram we have ϕp f pwqq “ gpϕ1pwqq “ gpyq, so in
particular y´ ϕ1pwq P ker g. Then by exactness at B1 we have

ψ1py´ ϕ1pwqq “ ψ1pyq “ x,

showing x P impker g Ñ ker hq as required.

Finishing up, note that im δ Ď kerpcoker f Ñ coker gq by construction of δ (in particular the fact
that ϕpzq “ gpyq). To show kerpcoker f Ñ coker gq Ď im δ, pick z P kerpcoker f Ñ coker gq. This
lifts to z P A, and the fact that z is in the kernel of the map of cokernels means that ϕpzq P im g.
Pick y P B1 with gpyq “ ϕpzq. Then ψ1pyq satisfies δpψ1pyqq “ z, and we are done.
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For practical purposes, the most important part of the proof of the snake lemma is the first para-
graph above, where we actually construct the map δ. This map is often called the connecting map
or boundary map. You usually won’t be asked to prove more of the snake lemma than that, but
seeing the rest of the details is good practice with exact sequences.

Proof of proposition 9.1. The δs at each stage will be precisely the map constructed in the snake
lemma, once we arrange the given complexes the right way. For all integers i, we have the com-
mutative diagram with exact rows

0 ker dA ker dB ker dC

0 Ai Bi Ci 0

0 Ai´1 Bi´1 Ci´1 0

Ai´1{im pdqA Bi´1{im pdqB Ci´1{im pdqC 0

fi gi

fi´1 gi´1

dA dB dC

In particular, the top and bottom rows are exact. Moreover, we know that dA, dB, dC commute with
all fi, gi. This fact, combined with the fact that d2

A, d2
B, d2

C “ 0, give another commutative diagram
with exact rows

Ai{ im di`1,A Bi{ im di`1,B Ci{ im di`1,C 0

0 ker di´1,A ker di´1,B ker di´1,C.

di,A di,B di,C

We have ker di,A : Ai{ im di`1,A Ñ ker di´1,A “ HipAq and similar for B, C, while coker di,A :
Ai{ im di`1,A Ñ ker di´1,A “ Hi´1pAq and similar for B, C. Applying the snake lemma to this
diagram for all i then gives the desired long exact sequence.

The following problems are mostly (if not entirely) focused on algebraic operations with chain
complexes.

Spring 2013, #10 Let A Ă X be a subspace of a topological space. Define the relative singular
homology groups HppX, Aq and show that there is a long exact sequence

¨ ¨ ¨ Ñ HppAq Ñ HppXq Ñ HppX, Aq Ñ Hp´1pAq Ñ ¨ ¨ ¨ .

We note that on the level of chain complexes, we have CnpX, Aq “ CnpXq{CnpAq. We note that
this forms a chain complex where the boundary operator B1n : CnpX, Aq Ñ Cn´1pX, Aq is given
by B1nr∆s “ rBn∆s. Note in particular that this is well defined, because if r∆s “ 0, then we have
∆ P CnpAq, in which case Bn∆ P Cn´1pAq, so rBn∆s “ 0 as well. It is clear that we have a valid
boundary operator since

B1n´1 ˝ B
1
nr∆s “ rBn´1 ˝ Bn∆s “ r0s “ 0

Therefore, we can define the relative homology as

HnpX, Aq “ ker pBnq { Im pBn`1q
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Now, we claim that 0 Ñ CpAq Ñ CpXq Ñ CpX, Aq Ñ 0 forms a short exact sequence of chain
complexes. To see this we first note at for each n, 0 Ñ CnpAq Ñ CnpXq Ñ CnpX, Aq Ñ 0 is a short

exact sequence of abelian groups. Denote the maps as 0 Ñ CpAq i
Ñ CpXq

j
Ñ CpX, Aq Ñ 0. Where

i is the inclusion and j is the quotient map. It is clear that i ˝ Bn “ Bn ˝ i. We wish now to show that
j ˝ Bn “ Bn ˝ j. Indeed, we see that j ˝ B1nr∆s “ jpBn∆q “ rBn∆s, while Bn ˝ jp∆q “ B1nr∆s “ rBn∆s, as
desired.

Since we have a short exact sequence of chain complexes, we then have a long exact sequence of
homology groups (via a lot of diagram chasing), as desired. �

Fall 2019, #9
(a) If

0 Ñ A Ñ B Ñ C Ñ 0

is a short exact sequence of chain complexes, show how to get the boundary map in the
associated long exact sequence.

(b) Compute the boundary map when the short exact sequence is the result of tensoring the
chain complex

¨ ¨ ¨ Ñ 0 Ñ Z
5
ÝÑ Z Ñ 0 Ñ ¨ ¨ ¨

with the short exact sequence

0 Ñ Z{5 5
ÝÑ Z{25 Ñ Z{5 Ñ 0.

(a) Let i : A Ñ B and j : B Ñ C be the maps between the chain complexes. We construct the
map HnpCq Ñ Hn´1pAq. First, take rcs P HnpCq Since c is cycle, we have Bc “ 0. From short
exactness, j is surjective, so there is b P Bn such that b ÞÑ c. Now, we note that Bjpbq “ jBb “ 0,
so jBb “ 0, meaning that there is a P An´1 such that ipaq “ jpBbq. This ras is what rcs is sent
to. Now, we note that if we took another b1 such that j pb1q “ c, then we see that j pb´ b1q “ 0.
This means that there is ã P An such that ipãq “ b´ b1. This means that for the a1 P An´1
such that i pa1q “ jpBbq, we would have i pa´ a1q “ ipaq ´ i pa1q “ Bpbq ´ B pb1q “ B pb´ b1q “
Bipãq “ iBpãq; since i is injective, this means a´ a1 “ Bã, so a and ã are in the same homology.

Finally, we note that if we took c` Bc̃, then we notice the following: there is b̃ in Bn`1 that
maps to c̃ P Cn`1, in which case, b` Bb̃ mapsto to c` Bc̃. Applying this B to b` Bb̃ yields Bb,
since B ˝ B ” 0. Thus, the ras obtained is still the same.

(b) Tensoring the two short exact sequences together gives the following diagram

0 Z5 Z25 Z5 0

0 Z5 Z25 Z5 0

ˆ5

0 ˆ5 0

ˆ5

We note that the homology group on the top right is Z{5. If we take 1 P Z{5, we note that
1 P Z{25 maps to it. Pushing it down, we note that we get 5 P Z{25. We note that this gets
mapped to by 1 P Z{5, which is the output of the boundary map. So, in this case, we see that
the boundary map is the identity on Z{5.
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Fall 2022, #6 Let C˚ be a chain complex of free abelian groups. Let A˚ “ C˚ bZ{p and let
B˚ “ C˚ bZ{p2 be the chain complexes we get by tensoring C˚ degreewise with Z{p and Z{p2,
respectively.
(a) Show that we have a short exact sequence of chain complexes

0 Ñ A˚ Ñ B˚ Ñ A˚ Ñ 0

induced by the corresponding sequence of chain complexes

0 Ñ Z{p Ñ Z{p2 Ñ Z{p Ñ 0.

(b) Show how to define a Bockstein natural transformation

β : HkpA˚q Ñ Hk´1pA˚q

producing a long exact sequence

¨ ¨ ¨ Ñ HkpA˚q Ñ HkpB˚q Ñ HkpA˚q
β
ÝÑ Hk´1pA˚q Ñ ¨ ¨ ¨

associated to the short exact sequence of part (a).
(c) Show that if x and y are elements such that dpxq “ py, then

βpxq “ y,

where the bars indicate the reduction modulo p of the corresponding classes.
(d) Show conversely that given an element x P HkpA˚q, if βpxq “ 0, then we can find elements

x, y P C˚ such that x reduces to x modulo p and dpxq ” p2y pmod p3q.

9.2 Homology for Cursed (and Not-So-Cursed) Spaces: The Mayer-Vietoris Sequence

The most common type of long exact sequence problem asks you to compute the homology of a
concrete space. There is a particular type of space that lends itself to these methods: generally,
these will be quotients of products of spaces you know well. The Mayer-Vietoris sequence lets
us compute (co)homology for these spaces using a nice cover for the space, typically picking two
subsets homotopy equivalent to spaces whose homology we know, whose intersection also has
familiar homology.

Theorem 9.2 (Mayer-Vietoris for singular homology). Let X be a topological space and A, B two sub-
spaces whose interiors cover X. Denote by i (resp. j) the inclusion of AX B into A (resp. B), and denote by
k (resp. `) the inclusion of A (resp. B) into X. Then there is a long exact sequence

¨ ¨ ¨ Ñ Hn`1pXq
δ
ÝÑ HnpAX Bq

p
i˚
j˚q
ÝÝÑ HnpAq ‘ HnpBq

k˚´`˚
ÝÝÝÝÑ HnpXq

δ
ÝÑ Hn´1pAX Bq Ñ . . . .

Moreover, if A and B have non-empty intersection, there is a Mayer-Vietoris exact sequence for reduced
homology given by putting tildes above every H in the standard Mayer-Vietoris sequence.

With Mayer-Vietoris it is often helpful to know the actual maps on homology, which is why we
state the theorem with the maps included. The map δ comes from the snake lemma as follows: for
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i ě 0, denote by CipA` Bq the subgroup of the chain group CipXq consisting of sums of chains in
A and chains in B. Barycentric subdivision shows that the inclusion CipA` Bq ãÑ CipXq induces
isomorphisms on homology. We obtain a short exact sequence

0 Ñ CipAX Bq Ñ CipAq ‘ CipBq Ñ CipA` Bq Ñ 0

giving a short exact sequence of chain complexes, after which the formalism of the previous sec-
tion produces the long exact sequence with boundary map as in the snake lemma.

The following problem is both good practice with Mayer-Vietoris and is common enough in its
own right to be worth knowing.

Spring 2014, #10; Spring 2016, #9; Fall 2018, #9; Fall 2020, #6; Spring 2022, #8 Let X be a topo-
logical space. Define the suspension SpXq to be the space obtained from Xˆ r0, 1s by contracting
X ˆ t0u to a point, and contracting X ˆ t1u to another point. Describe the relation between the
homology groups of X and SpXq.

Take A to be the image of X ˆ r0, .55q and B to be the image of X ˆ p.45, 1s in SpXq. Then A and
B are contractible and AX B deformation retracts onto a copy of X. The Mayer-Vietoris sequence
for reduced homology reads

¨ ¨ ¨ Ñ H̃i`1pAq ‘ H̃i`1pBq Ñ H̃i`1pAY Bq Ñ H̃ipAX Bq Ñ H̃ipAq ‘ H̃ipBq Ñ ¨ ¨ ¨

which in this situation becomes

¨ ¨ ¨ Ñ 0 Ñ H̃i`1pSpXqq Ñ H̃ipXq Ñ 0 Ñ ¨ ¨ ¨ .

This portion of the exact sequence tells us that H̃i`1pSpXqq – H̃ipXq for all i ě 1. Since SpXq is
path-connected we have H̃0pSpXqq “ 0, and so the portion of the sequence going from degree 1 to
degree 0 reads

0 Ñ H̃1pSpXqq Ñ H̃0pXq Ñ 0.

In particular, we have H̃k`1pSpXqq – H̃kpXq for all k. �

While this is a good example to know, it’s not the hardest one you might see. For instance, we did
not need to do any “exact sequence sudoku” since all of the maps were isomorphisms. In tandem
with this point is that we didn’t have to think about what the maps in the sequence are doing.
The next several examples offer plenty of practice with computing homology of spaces cooked up
from ones we know.

Fall 2013, #10 Let H “ R‘Ri‘Rj‘Rk be the group of quaternions, with relations i2 “ j2 “
´1, ij “ ´ji “ k. The multiplicative group H˚ “ H´ t0u by left multiplication. The quotient
HPn´1 “ pHn ´ t0uq{H˚ is called the quaternionic projective space. Calculate its homology
groups. (It is easiest to do this with cellular homology, but it’s good to know how to calculate
(co)homology of projective spaces using Mayer-Vietoris and induction, also.)

Fall 2014, #7 A compact surface of genus g, smoothly embedded in R3, bounds a compact region
called a handlebody H.
(a) Prove that two copies of H glued together along their boundaries by the identity map pro-

duces a closed topological 3-manifold M.
(b) Compute the homology of M.
(c) Compute the relative homology of pM, Hq, where H is one of the two copies.
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(a) We note that for the interior points of M, it correponds to an interior point of H, and therefore
they have a neighborhood that is homeomorphic to R3 since H is a manifold. The boundary
points of M correspond to the points which are a boundary point of H, and thus have a
neighborhood that is homeomorphic to the closed halfspace; since we are identifying the
two copies of H by the boundary, it follows that the neighborhood we choose gets identified
along the boundary, which is homeomorphic to the halfspace identified along the boundary,
which is precise R3. We have compactness by the fact that we are taking the quotient of a
compact space.

(b) Let A be the interior of H ˆ t0, 1u, and B be a thickening of the boundary. As such, we note
that A deformation retracts onto three copies of the wedge of g circles, and B deformation
retracts onto BH, the compact oriented genus g surface. We also note that AX B deformation
retracts onto three copies of BH. For A, we note that H2pAq “ 0, H1pAq “ Z2g, generated
by aj

i , for j “ 0, 1, and i “ 1, ¨ ¨ ¨ , g, and H0pAq “ Z2. For B, we note that H2pBq “ Z,
H1pBq “ Z2g, generated by a1, b1, ¨ ¨ ¨ , ag, bg, and H0pBq “ 0. As for AX B, we have H2pAX
Bq “ Z2, H1pA X Bq “ Z4g, generated by aj

i and bj
i , for i “ 0, 1, and i “ 1, ¨ ¨ ¨ , g. and

H0pAX Bq “ Z3. From this, we have the following Mayer Vietoris sequence:

0 Ñ H3pXq Ñ H2pAX Bq Ñ H2pAq ‘ H2pBq Ñ H2pXq
Ñ H1pAX Bq Ñ H1pAq ‘ H1pBq Ñ H1pXq
Ñ H0pAX Bq Ñ H0pAq ‘ H0pBq Ñ H0pXq Ñ 0

We note that X is clearly path connected, so H0pXq “ Z. We also note that H0pAX Bq injects
into H0pAq ‘ H0pBq, since the generators for each path component of A X B maps to the
generator of the corresponding path component in H0pAq. Thus, we see that the last row is
exact, in which case we get

0 Ñ H3pXq Ñ H2pAX Bq Ñ H2pAq ‘ H2pBq Ñ H2pXq
Ñ H1pAX Bq Ñ H1pAq ‘ H1pBq Ñ H1pXq Ñ 0

Now, we note that for the map H2pAX Bqq Ñ H2pAq ‘ H2pBq, we have p1,´1q ÞÑ 0, since
H2pAq “ 0 and the image of each path component of AX B Ñ B is homotopy equivalent to
B. Thus, we see that the kernel of this map is isomorphic to Z, in which case we see that the
image of the map H3pXq Ñ H2pAX Bq has as its image isomorphic to Z; indeed, since this
map is injective, H3pXq – Z. Now, we note that since H2pAX Bq – Z2 and H2pAX Bq Ñ
H2pBq is surjective, we see that 0 Ñ H3pXq Ñ H2pAX Bq Ñ H2pAq ‘ H2pBq Ñ 0 is a short
exact sequence. As such, the following sequence is then exact:

0 Ñ H2pXq Ñ H1pAX Bq Ñ H1pAq ‘ H1pBq Ñ H1pXq Ñ 0.

We note that the map H1pA X Bq Ñ H1pAq ‘ H1pBq maps aj
i ÞÑ

´

aj
i , ai

¯

and bj
i ÞÑ p0, biq.

From this, we see that the kernel of this map is generated by b1
i ´ b2

i , for i “ 1, ¨ ¨ ¨ , n. This
is isomorphic to Z2g generators, from which we see that the image of the map H2pXq Ñ
H1pAX Bq is too, and since it’s injective, H2pXq – Zg. Finally, we notice that the map H1pAX
Bq Ñ H1pAq ‘ H1pBq has as its image generated by

´

aj
i , ai

¯

and p0, biq, which has dimension
3g, which is the kernel of the next map. Moreover, we can extend this by p0, aiq, which gives
a generating set for H1pAq‘H1pBq. Thus, we see since H1pAq‘H1pBq Ñ H1pXq is surjective,
we have H1pXq – H1pAq ‘ H1pBq{ker pH1pAq ‘ H1pBq Ñ H1pXqq, which is generated by the
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equivalence classes of p0, aiq. It thus follows that H1pXq – Zg. We note HkpXq “ 0 for k ą 3,
since X is the quotient of a 3-manifold.

�

Fall 2016, #10 If f : X Ñ X is a self-map, then the mapping torus of f is the quotient

Tf :“ pXˆ r0, 1sq{ ppx, 0q „ p f pxq, 1qq .

For n P Z, let fn be a degree n map S3 Ñ S3. Compute the homology groups of Tfn .

Fall 2017, #9 A compact surface (without boundary) of genus g, embedded in R3 in the standard
way, bounds a compact 3-dimensional region called a handlebody H. Let X “ pH ˆ t0, 1, 2uq{ „,
where px, iq „ px, jq for all x P BH and i, j P t0, 1, 2u. Compute the homology of X.

Spring 2018, #7 Let M, N be smooth, connected, orientable n-manifolds for n ě 3, and let M#N
denote their connected sum.
(a) Compute the fundamental group of M#N in terms of those of M, N. You may assume the

base point is on the boundary sphere along which we glue M and N.
(b) Compute the homology groups of M#N. You may use without proof that Hnp´; Zq of a

connected orientable n-manifold is always isomorphic to Z.
(c) For part (a), what changes if n “ 2? Use this to describe the fundamental groups of orientable

surfaces.
(This is more of a van Kampen problem than a Mayer-Vietoris problem, but why not do a bit of
both :))

Fall 2019, #4 Let X “ S1 ˆ S1 and let Y be the quotient of Xˆ r0, 1s by the relation

ppx, yq, 0q „ ppy, xq, 1q .

Compute H˚pY; Zq.

Spring 2020, #10 Let D2 be the unit disk in C, and let S1 “ BD2. Let X “ D2 ˆ S1 ˆ t0, 1u{ „
where

px, y, 0q „ pxy5, y, 1q

for all x, y P S1. Compute the homology groups of X.

Fall 2021, #9 Let X be the quotient of the space t0, 1, 2u ˆ S1 ˆD2 by the relation

p0, z1, z2q „ p1, z1, z2q „ p2, z1, z2q @z1, z2 P S1.

Compute the homology groups HnpX; Zq for all n.
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Spring 2023, #10 Consider the CW-complexes A “ Sn _ Sn, X “ Sn ˆ Sn, and B “ Sn ˆ r0, 1s{ ˚
ˆr0, 1s, where ˚ is the basepoint of Sn. There are inclusions A ãÑ X given by the pairs of points
where at least one is the basepoint, and A ãÑ B which takes one Sn to Sn ˆ 0 and the other to
Sn ˆ 1. Compute the homology of

Y “ XYA B.

9.2.1 Mayer-Vietoris for Cohomology

Mayer-Vietoris also works for cohomology, but it goes the opposite way. For singular cohomology,
the sequence looks like

¨ ¨ ¨ Ñ HipXq Ñ HnpAq ‘ HipBq Ñ HipAX Bq δ
ÝÑ Hi`1pXq Ñ ¨ ¨ ¨

with dimension-preserving maps given by restriction. We give a precise statement for de Rham
cohomology since it is slightly different and we can again describe the maps explicitly.

Theorem 9.3 (Mayer-Vietoris, de Rham cohomology). Let M be a smooth manifold, and let U, V Ă M
be open subsets which cover M. Let i (resp. j) denote the inclusion UXV ãÑ U (resp. UXV ãÑ V), and let
k (resp. `) denote the inclusion U ãÑ M (resp. V ãÑ M). Then there are natural maps δ : Hi

dRpU XVq Ñ
Hi`1

dR pMq fitting into a long exact sequence

¨ ¨ ¨ Ñ Hi
dRpMq

pk˚
`˚q
ÝÝÑ HipUq ‘ Hi

dRpVq
i˚´j˚
ÝÝÝÑ Hi

dRpU XVq δ
ÝÑ Hi`1

dR pMq Ñ ¨ ¨ ¨ .

As far as I can tell, Mayer-Vietoris for cohomology is very rare compared to for homology. That
said, the strategies are mostly the same: pick your cover wisely using deformation retracts, know
the (co)homology of common spaces, and study the exact sequence you get.

Spring 2016, #6 Let T2 “ R2{Z2 be the two-dimensional torus with coordinates px, yq P R2, and
let p P T2.
(a) Compute the de Rham cohomology of the punctured torus T2 ´ tpu.
(b) Is the volume form ω “ dx^ dy exact on T2 ´ tpu?

It is also possible to use Mayer-Vietoris to compare Euler characteristics of spaces, using the fact
that the alternating sum of ranks / dimensions in an exact sequence is zero. The following prob-
lem, which has already appeared a couple times on this document, provides the key example on
this front.

Spring 2016, #4, Spring 2022, #9 Let M be a compact odd-dimensional maniofld with nonempty
boundary BM. Show that the Euler characteristics of M and BM are related by

χpMq “
1
2

χpBMq.

9.3 Relative Homology and the Long Exact Sequence of a Pair

The other major long exact sequences that come into play frequently on the qual are the long exact
sequence for relative homology, and the long exact sequence of a good pair. Recall that a space
X and subspace A form a good pair if A is nonempty, closed, and is the deformation retract of
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some neighborhood in X. These sequences are useful for computing relative homology and for
computing the homology of a quotient X{A where pX, Aq is a good pair.

Definition 9.5. Let X be a topological space and A Ă X a subspace. Since the boundary map for the
singular complex takes i-chains in A to i ´ 1 chains in A, there is a well-defined boundary map on the
quotients CipXq{CipAq. The relative homology groups HipX, Aq are then given by the homology of the
resulting complex.

We have a short exact sequence of complexes

0 Ñ C‚pAq Ñ C‚pXq Ñ C‚pX, Aq Ñ 0

where CipX, Aq :“ CipXq{CipAq for all i. The algebraic machinery of the first section then gives the
following.

Theorem 9.4. Let X be a topological space and A Ă X a subspace. There are natural maps δ : HipX, Aq Ñ
Hi´1pAq for all i, producing a long exact sequence

¨ ¨ ¨ Ñ HipAq
i˚
ÝÑ HipXq Ñ HipX, Aq δ

ÝÑ Hi´1pAq Ñ ¨ ¨ ¨ .

The connecting map δ sends the class of a relative cycle α in HipX, Aq to the class of Bα in Hi´1pAq.
Moreover, when A is nonempty, we get an exactly analogous exact sequence for reduced homology.

We can already do some calculations with this sequence!

Spring 2017, #7 Let X “ S1 ˆD2 with boundary BX “ S1 ˆ S1. Compute the relative homology
groups HkpX, BX; Zq for all k.

Spring 2020, #7 Prove that the relative homology groups HkpX, xq for different choices of base-
point x can be naturally identified with each other. That is, for every k ě 0, every space X,
and all pairs of points x, y P X (not necessarily in the same connected component), construct
isomorphisms ηX

x,y : HkpX, xq Ñ HkpX, yq satisfying
(a) ηX

x,x “ id for all x P X;
(b) ηX

y,z ˝ ηX
x,y “ ηX

x,z for all x, y, z P X;
(c) f˚ ˝ ηX

x,y “ ηY
f pxq, f pyq ˝ f˚ for all x, y P X and all continuous maps f : X Ñ Y.

(Hint: consider doing the k ě 1 case first.)

One technique for simplifying relative homology calculations is to use the excision theorem. This
theorem says that if you start with a subspace A Ă X and remove a small enough Z Ă A from
A and Z, then the relative homology does not change. While this theorem is useful, for example,
to prove the exact sequence for reduced homology of a good pair, it doesn’t directly turn up on
the qual much (a search for the word “excision” in Jerry’s notes brought back nothing...). So, we
simply state the theorem here, then move on to the sequence for good pairs.

Theorem 9.5 (Excision). Given subspaces Z Ă A Ă X such that the closure of Z is contained in the inte-
rior of A, the inclusion pX´ Z, A´ Zq ãÑ pX, Aq induces isomorphisms HipX´ Z, A´ Zq Ñ HipX, Aq
for all i. Equivalently, for subspaces A, B Ă X whose interiors cover X, the inclusion pB, AX Bq ãÑ pX, Aq
induces isomorphisms HipB, AX Bq Ñ HipX, Aq for all i.
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Theorem 9.6 (Exact sequence for good pairs). If pX, Aq is a good pair (i.e. A is closed in X and is a
deformation retract of some neighborhood in X), then there is an exact sequence

Ñ H̃ipAq
i˚
ÝÑ H̃ipXq

j˚
ÝÑ H̃ipX{Aq

δ
ÝÑ H̃i´1pAq Ñ . . . ,

where i is the inclusion A ãÑ X and j is the quotient map X Ñ X{A. Moreover, the quotient map
q : pX, Aq Ñ pX{A, A{Aq induces isomorphisms HipX, Aq » H̃ipX{Aq for all i.

The main thing I’ve seen that uses the sequence for a good pair is the following problem:

Fall 2019, #2, Spring 2023, #9 Compute H˚pRPn`m{RPn; Zq as a function of n and m. Here we
are viewing RPn Ă RPn`m induced from the inclusion

Rn`1 ãÑ Rn`m`1,
px1, . . . , xn`1q ÞÑ px1, . . . , xn`1, 0, . . . , 0q.

(This is written slightly differently but the idea is there)

First note that pRPn, RPmq is a good pair, so H̃ipRPn{RPmq “ HipRPn, RPmq.

We have HipRPmq “ 0 for all i ą m, and HipRPmq Ñ HipRPnq is an isomorphism for i ă m. From
this, it follows that

HipRPn, RPmq – HipRPnq for i ą m` 1

and HipRPn, RPmq “ 0 for i ă m. For i “ m, m` 1, we have the exact sequence

0 Ñ Hm`1pRPnq Ñ Hm`1pRPn, RPmq Ñ HmpRPmq Ñ HmpRPnq Ñ HmpRPn, RPmq Ñ 0.

There are two cases.

Suppose m is even. Then, HmpRPmq “ 0, thus HipRPn, RPmq – HipRPnq for i “ m, m` 1.

Suppose m is odd. Then, HmpRPmq – Z and HmpRPnq “ Z{2, and our sequence takes the form

0 Ñ Hm`1pRPn, RPmq Ñ Z
φ
ÝÑ Z{2 Ñ HmpRPn, RPmq Ñ 0

where φ is the map induced by inclusion. When we consider the inclusion RPm Ă RPn, the top
m-cell of the subspace gets an pm` 1q-cell attached to it in the larger space via a map of degree
2, and from the cellular chain complex you see that this m-cell that generates HmpRPmq – Z also
generates HmpRPnq – Z{2. In other words φ is surjective, and therefore HmpRPn, RPmq “ 0 and
Hm`1pRPn, RPmq – kerpφq – Z.

�

There is also the following interesting problem, to keep you on your toes with hypotheses:

Spring 2019, #7 Let X “ r0, 1s and A “ t0u Y t 1
n | n P Z, n ě 1u. Show that H1pX, Aq is not

isomorphic to H1pX{Aq.

There are a few more problems below.
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9.4 Problems

Spring 2015, #9 Let X, Y be topological spaces and let f , g : X Ñ Y be two continuous maps.
Consider the space Z obtained from the disjoint union pXˆr0, 1sq\Y by identifying px, 0q „ f pxq
and px, 1q „ gpxq for all x P X. Show that there is a long exact sequence of the form

¨ ¨ ¨ Ñ HipXq
a
ÝÑ HipYq

b
ÝÑ HipZq

c
ÝÑ Hi´1pXq Ñ ¨ ¨ ¨

and describe the maps a, b, c.

Fall 2015, #9 Given a continuous map f : X Ñ Y between topological spaces, define

C f “ ppXˆ r0, 1sq \Yq { „,

where px, 1q „ f pxq for all x P X and px, 0q „ px1, 0q for all x, x1 P X. Show that there is a long
exact sequence

¨ ¨ ¨ Ñ Hi`1pXq
f˚
ÝÑ Hi`1pYq Ñ ˜Hi`1pC f q Ñ HipXq

f˚
ÝÑÑ ¨ ¨ ¨ ,

where f˚ is the map on homology induced from f and H̃i denotes the ith reduced homology
group.

Spring 2021, #4 Let ∆pkqn be the k-dimensional skeleton of the n-simplex ∆n. Calculate the re-
duced homology groups H̃ip∆

pkq
n q for all values of i, k, n.

Fall 2022, #9 The space S1 ˆ S1 is the mapping cone of the map

ra, bs : S1 Ñ S1 _ S1,

representing the commutator of the inclusion of the left summand a : S1 Ñ S1 _ S1 and the
inclusion of the right summand b : S1 Ñ S1 _ S1. Use this and the long exact sequence to
compute the homology.

10 Suspensions and Mapping Cylinders/Cones/Tori

Here we outline specific constructions that have appeared on the qual and which are relevant
to homology. They are generally not as ubiquitous as the long exact sequences described in the
last section, but it is good to know how to work with them. In particular, suspensions interact
with homology and degree in a way that can provide quick solutions to some problems, and the
mapping stuff tends to produce some of the more difficult exact sequence problems.

10.1 Suspensions

This section is largely drawn from Sam’s qual prep document, albeit more condensed and with
more focus on getting the most useful facts and practice problems written down. We start with
the definition.

45



Definition 10.1. The suspension SpXq of a space X is the quotient space pXˆ r0, 1sq{ „, where px, 1q „
py, 1q and px, 0q „ py, 0q for all x, y P X.

Informally, we form SpXq by “suspending” X between two points, as shown in the following
classic picture of SpS1q » S2:

The most useful fact about suspensions for qual purposes, which often arises as a qual problem
itself, is the following characterization of the homology of SpXq (copied from the section on Mayer-
Vietoris).

Spring 2014, #10; Spring 2016, #9; Fall 2018, #9; Fall 2020, #6; Spring 2022, #8 Let X be a topo-
logical space. Define the suspension SpXq to be the space obtained from Xˆ r0, 1s by contracting
X ˆ t0u to a point, and contracting X ˆ t1u to another point. Describe the relation between the
homology groups of X and SpXq.

Take A to be the image of X ˆ r0, .55q and B to be the image of X ˆ p.45, 1s in SpXq. Then A and
B are contractible and AX B deformation retracts onto a copy of X. The Mayer-Vietoris sequence
for reduced homology reads

¨ ¨ ¨ Ñ H̃i`1pAq ‘ H̃i`1pBq Ñ H̃i`1pAY Bq Ñ H̃ipAX Bq Ñ H̃ipAq ‘ H̃ipBq Ñ ¨ ¨ ¨

which in this situation becomes

¨ ¨ ¨ Ñ 0 Ñ H̃i`1pSpXqq Ñ H̃ipXq Ñ 0 Ñ ¨ ¨ ¨ .

This portion of the exact sequence tells us that H̃i`1pSpXqq – H̃ipXq for all i ě 1. Since SpXq is
path-connected we have H̃0pSpXqq “ 0, and so the portion of the sequence going from degree 1 to
degree 0 reads

0 Ñ H̃1pSpXqq Ñ H̃0pXq Ñ 0.

In particular, we have H̃k`1pSpXqq – H̃kpXq for all k. �

A punchy summary of the problem above is "suspension raises the degree of homology." A couple
consequences of this fact include:

• For k ě 2, we have HkpSpXqq – Hk´1pXq.

• For k “ 1 we get H1pSpXqq – H̃0pXq – Zk´1, where k is the number of path components of
X.
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• More an observation than a consequence, but we always have H0pSpXqq “ Z because SpXq
is always path connected: from any point one can walk up to one of the suspension points
and back down to where they need to go.

This interaction of the suspension with homology is useful for some problems, e.g. to get spaces
with prescribed homology groups.

Fall 2013, #8 Let n ą 0 be an integer and A a finitely presented abelian group. Show that there
is a space X with HnpXq “ A.

As an extension of this problem, note that we can get prescribed homology in finitely many de-
grees by repeatedly applying the method of this problem, taking wedge sums, and possibly taking
disjoint union with some isolated points to modify H0.

If pX, x0q is a pointed space with chosen point x0, the space SpXq has a whole interval of points
coming from x0. In particular SpXq does not have a natural choice of base point. We can get around
this issue using reduced suspensions:

Definition 10.2. If pX, x0q is a pointed space (alternatively, if X is any space and we pick any x0 P X), the
reduced suspension ΣX is the space pXˆ r0, 1sq{ ppXˆ t0, 1uq Y ptx0u ˆ r0, 1sqq.

Reduced suspension interacts with homology in a manner simiilar to the unreduced suspension.

Spring 2016, #9 Let p P X and ΣX be the reduced suspension of X: that is, taking Xˆ r0, 1s and
collapsing Xˆt0, 1uY pˆr0, 1s into a point. Describe the relation between the homology groups
of X and ΣX.

We first begin with the same argument as in 10.1 to get rHk`1pSXq – rHkpXq for all k. Then, consid-
ering ΣX “ SX{ptpu ˆ r0, 1sq, we note we have the LES, as pSX, tpu ˆ r0, 1sq is a good pair,

¨ ¨ ¨ Ñ rHkptpu ˆ r0, 1sq Ñ rHkpSXq Ñ rHkpΣXq Ñ . . .

As tpu ˆ r0, 1s is contractible, this implies

rHk`1pΣXq – rHk`1pSXq – rHkpXq,

for all k. �

It is worth noting that suspension is a functor: not only can we suspend spaces, we can also sus-
pend continuous maps, and this suspension operation respects composition of maps. Explicitly, let
f : X Ñ Y be a continuous map of spaces. We get a continuous map f ˆ id : Xˆ r0, 1s Ñ Yˆ r0, 1s
sending px, tq to p f pxq, tq. Taking the quotient giving the suspension on the codomain gives f ˆ id :
Xˆ r0, 1s Ñ SpYq, and since this map is constant on the fibers of π : Xˆ r0, 1s Ñ SpXq, we obtain
a well-defined continuous function Sp f q : SpXq Ñ SpYq given by the formula above.

Since we can iterate functors, we can also form iterated suspensions SnpXq and reduced suspen-
sions ΣnpXq.

Fall 2022, #10 Let f : X Ñ Y be a continuous map of pointed spaces. Let Σn f : ΣnX Ñ ΣnY be
the nth reduced suspension of f . Show that if for some n, Σn f induces the trivial map on reduced
homology, then it does for all n.
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A final fact on suspensions is that the preserve degrees: if f : Sn Ñ Sn is a degree k map, then
Sp f q : Sn`1 Ñ Sn`1 also has degree k. See Subsection 12.1, the subsection on degrees in algebraic
topology, for a proof.

10.2 Mapping Cylinders/Cones/Tori

These constructions don’t seem to appear very often on the qual, but they can be tricky when they
do. Oftentimes you will be given the construction of one of these objects and be asked to derive
a long exact sequence relating the homology of the construction to those of the constituent spaces
and the map used to glue.

First, a quick definition and exposition.

Definition 10.3. Let f : X Ñ Y be a continuous map of spaces. The mapping cylinder of f is the
space M f formed by gluing X ˆ r0, 1s to Y by identifying X ˆ t1u with f pXq. In symbols, we have M f “

ppXˆ r0, 1sq
š

Yq { „ where px, 1q „ f pxq for all x P X.

The idea behind mapping cylinders is that it allows you to "treat all maps as inclusions" from the
point of view of homotopy theory. What does this mean? Notice that M f deformation retracts
onto Y by sliding the copies of X down. So M f » Y (homotopy equivalence). This deformation

retraction also gives a homotopy from the inclusion X ãÑ X ˆ t0u Ă M f to X
f
ÝÑ f pXq Ă M f ,

showing that the inclusion X ãÑ M f and f itself induce the same map on homology. Therefore,
although f might not be injective, we can replace it by the inclusion X ãÑ M f which has the same
homotopical behavior.

This idea is useful for deriving an exact sequence in homology for the mapping cone C f “ M f {pXˆ
t0uq.

Fall 2015, #9 Given a continuous map f : X Ñ Y between topological spaces, define

C f “
´

Xˆ r0, 1s
ž

Y
¯

{ „,

where px, 1q „ f pxq for all x P X and px, 0q „ px1, 0q for all x, x1 P X. Here
š

is the disjoint union.
Show that there is a long exact sequence

¨ ¨ ¨ Ñ Hi`1pXq
f˚
ÝÑ Hi`1pYq Ñ H̃i`1pC f q Ñ HipXq

f˚
ÝÑ HipYq Ñ ¨ ¨ ¨ ,

where f˚ is the map on homology induced from f and H̃i denotes the ith reduced homology
group.

You can do this using Mayer-Vietoris or the sequence of pairs. Here we will use the sequence of
pairs.

Let M f be the mapping cone of f and A Ă M f be X ˆ t0u. Then C f “ M f {A and pM f , Aq form a
good pair, since A is closed in M f and A has a neighborhood (say Xˆ r0, 0.5q) which deformation
retracts onto it. So HipM f , Aq – H̃ipM f {Aq “ H̃ipC f q for all i, and the sequence of pairs reads

¨ ¨ ¨ Ñ Hi`1pAq
ι˚
ÝÑ Hi`1pM f q Ñ H̃i`1pC f q Ñ HipAq

ι˚
ÝÑ HipM f q Ñ ¨ ¨ ¨ ,

where ι : A ãÑ M f is the inclusion.
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This sequence already looks a lot like what we want; we just need to swap out that A and M f terms
while keeping track of what happens to ι upon making these identifications. Since the natural
map X ãÑ A is a homeomorphism, we have HipXq

„
ÝÑ HipAq for all i where the map on homology

takes a chain in X to the same chain in X ˆ t0u “ A. Now recall from the discussion preceding
the problem that M f deformation retracts onto Y in a way that provides a homotopy from the
inclusion X ãÑ M f to the map f : X Ñ M f given by enlarging the codomain. In particular,
replacing HipAq with HipXq and HipM f q with HipYq changes ι˚ to f˚, and we obtain the sequence
that we want. �

The hardest part of making the exact sequence into what we wanted was making sure the map
ι˚ became the map f˚. This worked because the maps we used to swap out the objects in the
sequence actually changed ι into f . In general we can always swap out abstractly isomorphic
objects in an exact sequence to get another exact sequence, but to study the maps in the sequence
you need to keep track of what the isomorphisms are actually doing.

Try using this exact sequence on the following example.

Fall 2022, #9 The space S1 ˆ S1 is the mapping cone of the map

ra, bs : S1 Ñ S1 _ S1,

representing the commutator of the inclusion of the left summand a : S1 Ñ S1 _ S1 and the
inclusion of the right summand b : S1 Ñ S1 _ S1. Use this and the long exact sequence to
compute the homology.

Another construction is the mapping torus, which also has an associated exact sequence (although
it is more difficult to derive).

Definition 10.4. If f : X Ñ X is a map, the mapping torus Tf of f is the quotient pXˆ r0, 1sq{ppx, 0q „
p f pxq, 1qq.

The exact sequence associated to this construction is as follows.

Lemma 10.1. For Tf the mapping torus of a map f : X Ñ X, there is an exact sequence

¨ ¨ ¨ Ñ HipXq
1´ f˚
ÝÝÝÑ HipXq

ι˚
ÝÑ HipTf q Ñ Hi´1pXq Ñ ¨ ¨ ¨ ,

where ι is an inclusion X ãÑ Tf .

Proof. We begin with the sequence of pairs for X ˆ t0, 1u Ă X ˆ r0, 1s. We are interested in the
portion of the sequence reading

¨ ¨ ¨ Ñ Hi`1pXˆ r0, 1s, Xˆ t0, 1uq δ
ÝÑ HipXˆ t0, 1uq ι˚

ÝÑ HipXˆ r0, 1sq Ñ ¨ ¨ ¨ .

We have a quotient map of pairs q : pXˆ r0, 1s, Xˆt0, 1uq Ñ pTf , Xq inducing a map of long exact
sequences

¨ ¨ ¨ Hi`1pXˆ r0, 1s, Xˆ t0, 1uq HipXˆ t0, 1uq HipXˆ r0, 1sq ¨ ¨ ¨

¨ ¨ ¨ Hi`1pTf , Xq HipXq HipTf q ¨ ¨ ¨

δ ι˚

δ ι˚

q˚

0

q˚ q˚
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Analyze the sequence as follows: since X ˆ r0, 1s deformation retracts onto X ˆ t0u and X ˆ t1u,
the map ι˚ is surjective. Thus the following map is the zero map and δ is injective, identifying
Hi`1pXˆr0, 1s, Xˆt0, 1uqwith the kernel of ι˚. But we know ker ι˚ explicitly: it consists of pα,´αq
for α P HipXq. So ker ι˚ – HipXq. Finally, since the pairs involved are good pairs, the map
q˚ induces an isomorphism on the relative homology groups, so we can replace Hi`1pTf , Xq by
HnpXq in the sequence. Finally, passing ι˚ through q shows that the corresponding map in the
new sequence is 1´ f˚, as desired.

This sequence is useful for the following problem.

Fall 2016, #10 If f : X Ñ X is a self-map, then the mapping torus of f is the quotient

Tf :“ pXˆ r0, 1sq{ ppx, 0q „ p f pxq, 1qq .

For n P Z, let fn be a degree n map S3 Ñ S3. Compute the homology groups of Tfn .

11 Cup product

11.1 Ring structure on Cohomology

Cup product is an operation on cohomology similar to wedge product on deRham cohomology
(In particular, it has all the same properties!). Sometimes it allows to distinguish between different
spaces.

Definition 11.1. The cup product of two cochains φ P CkpX; Rq and ψ P ClpX; Rq (viewed as duals of the
chain groups) is φ ! ψ P Ck`lpX; Rq defined on the simplex σ : ∆k`l Ñ R by

pφ ! σqpσq :“ φpσ|rv0, . . . , vksqφpσ|rvk, . . . , vl`ks.

Lemma 11.1.
δpφ ! φq “ δφ ! ψ` p´1qkφ ! δψ,

where φ P CkpX; Rq.

This allows us to consider the induced cup product HkpX; Rq ˆ HlpX; Rq !
ÝÑ Hk`lpX; Rq.

Definition 11.2. Define H˚pX; Rq “
À

n HnpX; Rq with the product

p
ÿ

αiqp
ÿ

β jq “
ÿ

αiβ j,

where αk, βk P HkpX; Rq.

If R has an identity 1, define 1 P H0pX; Rq as the element whose value on each 0-simplex is 1.

This will make H˚pX; Rq into a ring.

Consider a couple of properties:

Proposition 11.1. Suppose R is commutative. Then

α ! β “ p´1qkl β ! α,

where α P HkpX; Rq, β P HlpX; Rq.
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Proposition 11.2. Suppose f : X Ñ Y has the induced maps f ˚ : HnpY; Rq Ñ HnpX; Rq. Then

f ˚pα ! βq “ f ˚pαq! f ˚pβq.

That is, f ˚ induces a ring isomorphism.

Everything above can also be extended to the relative case.

11.2 Künneth Formula

We describe a way to calculate cohomology of a space by decomposing it into smaller spaces
whose cohomology rings we already know.

H˚pX; Rq b H˚pY; Rq Ñ H˚pXˆY; Rq

This map becomes a ring homomorphism if we define the multiplication multiplcation in the
tensor product as pab bqpcb dq “ p´1q|b||c|acb bd (with |x| being the dimension of x). Then the
map above sends this element to

p´1q|b||c|acˆ bd “ p´1q|b||c|p˚1 pa ! cq! p˚2 pb ! dq

“ p´1q|b||c|p˚1 paq! p˚1 pcq! p˚2 pbq! p˚2 pdq
“ p˚1 paq! p˚2 pbq! p˚1 pcq! p˚2 pdq
“ paˆ bqpcˆ dq

which is the product of the images of pab bq and pcb dq.

The Künneth formula below tells us that this map is an isomorphism.

Proposition 11.3. (Künneth formula) The cross product H˚pX; Rq bR H˚pY; Rq Ñ H˚pX ˆY; Rq is an
isomorphism of rings if X and Y are CW complexes and HkpY; Rq is a finitely generated free R-module for
all k.

11.3 Computations and examples

Theorem 11.2 (Spaces with polynomial cohomology).

• H˚pSnq ” Zrαs{pα2q, |α| “ n

• H˚pRPn, Z2q ” Z2rαs{pα
n`1q, |α| “ 1 (i.e. α P H1pRPn, Z2q.

• H˚pRP8, Z2q ” Z2rαs, |α| “ 1

• H˚pCPn, Zq ” Zrαs{pαn`1q, |α| “ 2

11.4 Problems

Fall 2015, 7 & Spring 2020, 6 Show that any map from S2 ˆ S2 Ñ CP2 is of even degree.
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Notice that the ring structure on H˚pCP2q is Zrαs{pα3q, where α P H2pCP2q. Therefore α2 is the
generator of H4pCP2q. Since f ˚ is a ring homomorphism, f ˚pα2q “ p f ˚αq2.

Notice that H2pS2ˆ S2q – H2pS2q b H2pS2q by the Künneth formula. Therefore f ˚pαq should be of
the form f ˚pαq “ c1π˚1 pθ1q ` c2π˚2 pθ2q, where θ1 and θ2 are the volume forms on S2. But then we
get

f ˚pα2q “ p f ˚pαqq2 “ c2
1π˚1 pθ

2
1q ` 2c1c2π˚1 pθ1qπ

˚
2 pθ2q ` c2

2π˚2 pθ
2
2q “ 2c1c2π˚1 pθ1qπ

˚
2 pθ2q.

As c1, c2 P Z, our map f is of even degree. �

Spring 2018, 5 A symplectic form on an eight dimensional manifold is a closed 2-form ω such
that ω4 is a volume form. Determine which of the following admits a symplectic form: S8, S2 ˆ

S6, S2 ˆ S2 ˆ S2 ˆ S2.

12 Degree

Like all great topics on this qual, degree can be defined in several different equivalent ways. Dif-
ferent definitions are advantageous for solving different problems, and there has been at least one
qual question explicitly asking you to relate the definitions, so it is important that you can juggle
them fluently.

12.1 Algebraic Topology

The algebraic topology definition of degree is the narrowest, focusing on maps from Sn Ñ Sn.

Definition: Given a map f : Sn Ñ Sn, the pushforward f˚ : H̃npSnq Ñ H̃npSnq is an group
homomorphism Z Ñ Z given by multiplying by some d P Z. This is the degree of f , degp f q “ d.

Proposition 12.1. Basic Properties:

(a) degp1q “ 1.

(b) deg f “ 0 if f is not surjective. (Given x R im p f q, we can factor f : Sn Ñ Sn through Snztxu which
is contractible)

(c) If f » g, then degp f q “ degpgq. (Since then f˚ “ g˚.) Moreover, the converse is also true and is
known as the Hopf Degree Theorem.

(d) degp f gq “ degp f q ¨ degpgq.

(e) If f is a reflection across a hyperplane, degp f q “ ´1. This means degp´1q “ p´1qn`1, and that if
f has no fixed points, then degp f q “ p´1qn`1.

Computing the degree of a general map is difficult, unless there is a clear image of the generator
∆n

1 ´ ∆n
2 for HnpSnq, like in the reflection map. But we can use the local degree, and this is often

easier to work through.

Suppose that we have f : Sn Ñ Sn and y P Sn with f´1pyq “ tx1, . . . , xnu a finite set. Then for each
xi, we can choose an open neighborhood Ui, such that all of the Ui are pairwise disjoint. And we
can choose a neighborhood V of y such that each Ui is mapped into V. I.e., f pUiztxiuq Ă Vztyu. (We
can tighten the hypotheses a bit so that the inclusion is an equality by appropriately intersecting
our sets, but in general this does not matter.) Then for any i, we have a commutative diagram:
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HnpUi, Uiztxiuq HnpV, Vztyuq

HnpSn, Snztxiuq HnpSn, Snz f´1pyqq HnpSn, Snztyuq

HnpSnq HnpSnq

–

–

f˚

f˚

f˚

–

–

It’s important to understand what these maps are, so let’s go through them. First, we have two
maps induced by the inclusions pSn, Snz f´1pyqq ãÑ pSn, Snztxiuq and pUi, Uiztxiuq ãÑ pSn, Snz f´1pyqq.

Next, from the long exact sequence of the pair pSn, Snztpuq for any point p P Sn, we get

¨ ¨ ¨ Ñ HnpSnztpuq Ñ HnpSnq
–
ÝÑ HnpSn, Snztpuq Ñ Hn´1pSnztpuq Ñ ¨ ¨ ¨

where the middle map is an isomorphism because Snztpu is contractible. And finally, by using
excision with X “ Sn, A “ Snztxiu (which is open) and Z “ SnzUi (which is closed, so intpAq Ą
clpZq), we have

HnpUi, Uiztxiuq
–
ÝÑ HnpSn, Snztxiuq

The upshot is that we have isomorphisms HnpUi, Uiztxiuq – HnpSnq – Z and HnpV, Vztyuq –
HnpSnq – Z, so we can define the local degree of f at xi, written degp f |xiq, as the degree of f˚ :
HnpUi, Uiztxiuq Ñ HnpV, Vztyuq. Moreover, using the diagram we have the following proposition:

Proposition 12.2. Given f : Sn Ñ Sn and y P Sn with f´1pyq “ tx1, . . . , xnu finite, then

degp f q “
ÿ

i

degp f |xiq

Proof. The main idea of the proof is to use the commutative diagram to write HnpSn, Snz f´1pyqq
as the direct sum

À

i HnpUi, Uiztxiuq with the given inclusion maps. Then after some diagram
chasing the degrees add.

Exercise: Compute the degree of fk : S1 Ñ S1 given by fk : z ÞÑ zk.

12.1.1 Maps of Arbitrary Degree

Another thing you should be familiar with is with constructing maps f : Sn Ñ Sn of arbitrary
degree k P Z for all n ě 1. There are two ways of doing this, first with wedge sums (which
generalizes) and second with suspensions (which I think is cleaner)

First, take k disjoint open n-disks Dn
1 , . . . Dn

k Ă Sn, and consider the quotient

π : Sn Ñ Sn{pSnz
ď

i

Dn
i q »

ł

i

Sn

Next, for each Sn in _iSn, take the map fi : Sn Ñ Sn of degree ˘1, depending on if k is positive or
negative. From the local degree, taking the composition of each fi with π gives a map of

ř

i˘1 “ k.

Another way to do this is with suspensions. First, define the cone CpSnq “ Sn ˆ I{pSn ˆ t1uq.
Notably, this has base Sn

0 “ Sn ˆ t0u and is contractible because it deformation retracts onto the
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point at the top. Also, SpSnq “ CSn{Sn
0 . This means that from the long exact sequence of reduce

homology for the pair pCSn, Sn
0q, we have

¨ ¨ ¨ Ñ H̃n`1pCSnq Ñ H̃n`1pCSn, Sn
0q

–
ÝÑ H̃npSn

0q Ñ HnpCSnq Ñ ¨ ¨ ¨

where we get an isomorphism because CSn is contractible. This is just the isomorphism H̃n`1pSpSnqq –

H̃npSnq, but we know that the induced map S f˚ : Sn`1 Ñ Sn`1 gives a commuting diagram

H̃n`1pSn`1q H̃npSnq

H̃n`1pSn`1q H̃npSnq

–

–

f˚S f˚

Thus deg S f “ deg f , so we can construct a map of arbitrary degree on S1 and then suspend to the
desired dimension.

12.2 Intersection Theory

We can also define the degree of a map more generally by using intersection theory. Similar to the
mod 2 case, we suppose f : X Ñ Y is transversal to Z Ă Y. Then f´1pZq is a finite number of
points, each with an orientation number ´1 or `1 depending on the preimage orientation. The
intersection number Ip f , Zq is the sum of the orientation numbers.

The orientation number at a point x P f´1pZq is defined as follows. If f pxq “ z then transversality
gives

d fxTxpXq ‘ TzpZq “ TzpYq

Since d fx must bean isomorphism onto its image, the orientation of X provides an orientation of
d fxTxpXq. Then the orientation number at x is `1 if the orientations on d fxTxpXq and TzpZq "add
up" to the prescribed orientation on Y (in the same order), and ´1 otherwise.

Definition: If Mn, Nn are oriented n manifolds with a map F : M Ñ N, and either M is closed and
N is connected, or just if F is proper, then we can define

degpFq “ IpF, tquq q P N

To see that this makes sense, consider a regular value y P N with F´&tyu. This means there is some
connected neighorhood V of y that is evenly covered by F´1pVq “

Ť

i Ui, and each F|Ui : Ui Ñ V
a diffeomorphism. Thus

degpFq “ IpF, tyuq “
ÿ

i

sgn det DF|xi

Note that the sign of the determinant is continuous, so this definition is locally constant. Therefore,
it is constant on a connected manifold N provided that some regular value exists, and this is
guaranteed via Sard’s Theorem.

Exercise: Think about how this related to the local degree.

Theorem 12.1. Even dimensional spheres do not admit non-vanishing vector fields.
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Proof. Viewing the tangent space TpSn as Rn, we see that a tangent vector to p P Sn is a perpen-
dicular vector. Then by normalizing, we can produce a homotopy between 1 and ´1, which only
works if degp´1q “ p´1qn`1 “ degp1q.

Theorem 12.2. If F : M Ñ N is a proper, nonsingular map with degpFq “ ˘1 between orientable,
connected manifolds, then F is a diffeomorphism.

Proof. Because F : M Ñ N is a proper nonsingular map, it is a covering map. Thus because each
neighborhood is evenly covered,

|degpFq| “ #F´1pyq “ 1

so we see F is bijective. Therefore, F is a diffeomorphism.

Theorem 12.3 (Hopf Degree Theorem). Let Mn be a connected, closed, orientable manifold. Then F0, F1 :
M Ñ Sn are homotopic only if degpF0q “ degpF1q.

For Sn degrees, this is the converse of the statement that homotopic maps induce the same map on
homology, so they have the same degree. The proof is involved and I don’t think it is not tested
on the qual; the result may come up occasionally however.

12.3 Integration

If Mn, Nn are connected, orientable manfiolds and F : M Ñ N is proper, then we have a commu-
tative diagram

Hn
c pNq Hn

c pMq

R R

şş

d

F˚

The homomorphism R Ñ R is given by multiplying by some real number d, and we define
degpFq “ d. That is, d P R such that

ż

M
F˚ω “ degpFq

ż

N
ω

for some orientation form ω P Ωn
c pNq.

Lemma 12.4. If F : M Ñ N is a diffeomorphism, then degpFq “ ˘1.

Proof. F can either preserve or reverse orientation, so the sign of the integral is either changed or
remains the same.

55



12.4 Proof of Equivalence

Given F : M Ñ N a proper map of connected, orientable n-manifolds, suppose
ż

M
F˚ω “ degpFq

ż

N
ω

for some orientation form ω P Ωn
c pNq. By Sard’s Theorem, there is a regular value y P N. This

means there is a connected neighborhood pV, yq which is evenly covered by the neighorhoods
pUi, xiq in M, where the Ui are mutually disjoint and map diffeomorphically to V.

Now select a form ω P Ωn
c pVqwhich integrates to

ż

V
ω “ 1

Note that we can write the pullback F˚ω P Ωn
c pMq as

F˚ω “
ÿ

i

F˚ω|Ui

and we have
ż

Ui

F˚ω|Ui “ ˘1

because F|Ui : Ui Ñ V is a diffeomorphism. And the sign depends on if DFxi preserves or reverses
orientation at xi P Ui, so we see

ż

M
F˚ω “

ÿ

i

ż

Ui

F˚ω|Ui “ degpFq
ż

M
ω “ degpFq

Thus this degree is exactly the intersection number IpF, tyuq, so the intersection theory definition
is the same as the integration theory.

12.5 Problems

12.5.1 Basic Definitions and Constructions

Fall 2012, #4
(a) Show that for any n ě 1 and k P Z, there exists a continuous map f : Sn Ñ Sn of degree k.
(b) Let X be a compact, oriented n-dimensional manifold. Show that for any k P Z, there exists

a continuous map f : X Ñ Sn of degree k.

(a) For any k ‰ 0, choose |k| disjoint open sets U1, ¨ ¨ ¨ , U|k|, each diffeomorphic to Bk (a k-cell).
Consider the map π : Sn Ñ Sn{

`

Sn ´
`

U1 Y ¨ ¨ ¨ YU|k|
˘˘

–
Žk

i“1 Sn. Note that π has degree
1 since it maps Sn to

Žk
i“1 Sn maintains the same orientation for any open neighborhood of

any x P Sn. We now construct f̃ :
Žk

i“1 Sn Ñ Sn such that if k ą 0, each Sn is mapped to
Sn via the identity, and if k ă 0, we map each Sn is mapped to Sn by swapping one of the
signs. Since the degree of a composition is the product of the degrees, we note that f̃ ˝π has
degree k, as desired.

For k “ 0, we just take any constant map.
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(b) Since X is deformation retracts to Sn, we do the same thing as above: take |k| disjoint open
sets, define the map π : X{ pX´ pU1 YU2 ¨ ¨ ¨ Y U|k|

˘˘

–
Žk

i“1 Sn which has degree 1 again,
and then take the map f̃ described in part (a)

. �

Spring 2013, #7 Let F : Sn Ñ Sn be a continuous map.
(a) Define the degree degpFq of F and show that when F is smooth

degpFq
ż

Sn
ω “

ż

Sn
F˚ω

for all ω P ΩnpSnq.
(b) Show that if F has no fixed points then degpFq “ p´1qn`1.

(a) The degree of F is the number degpFq such that given a generator rαs of Hn pSnq, we have
F̊ rαs “ degpFqrαs. In other words, F̊ is the multiplication by degpFqmap on top homology.
So, we note that if we view Sn as a n-cycle, then we have

ż

Sn
F˚ω “

ż

F̊ Sn
ω “ degpFq

ż

Sn
ω

as desired (since F̊ Sn is a degpFq-fold cover of Sn).

(b) Note that, via Lefschetz theory, if F has no fixed points, then LpFq “ 0. However,

0 “ LpFq “
n
ÿ

i“0

p´1qitrpF̊ : HipSnq Ñ HipSnqq

“ trpF̊ : H0pSnq Ñ H0pSnqq ` p´1qntrpF̊ : HnpSnq Ñ HnpSnqq

“ 1` p´1qn degpFq.

�

Spring 2014, #3 Let Sn be the unit sphere. Determine the values of n ě 0 for which the antipodal
map Sn Ñ Sn, x ÞÑ ´x is isotopic to the identity.

An isotopy is homotopy connecting two given homeomorphisms. We first consider the case n is
odd, where in this case we will explicitly construct such a homotopy Hpv, tq for v P Sn, t P r0, 1s.
Since n ` 1 is even, consider Hpv, tq “ Mtv, where Mt is the pn ` 1q ˆ pn ` 1q block diagonal
matrices with block diagonal entries

„

cospπtq sinpπtq
´ sinpπtq cospπtq



.

and zeroes everywhere else. We note that for every t, Mt is a diffeomorphism, and that moreover,
M0 “ I (the identity) and M1 “ ´I (the antipodal map). Thus, for n odd, we have the antipodal
and identity being isotopic.
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For the case when n is even, we will use the invariance of degree under homotopy to show that
these two maps are not homotopic. Recall that the antipodal map has degree p´1qn`1 which equals
´1 when n is even. Suppose they now that they are isotopic. Let id be the identity and A be the
antipodal map. In this case, we have id˚ “ A˚, which means that given any n-form ω, we have,

ż

Sn
ω “

ż

Sn
id˚pωq “

ż

Sn
A˚pωq “ degpAq

ż

Sn
ω “ ´

ż

Sn
ω

so
ş

Sn ω “ 0 for any ω. In particular, if we let ω “ x1dx2 ^ ¨ ¨ ¨ ^ dxn, we have by Stokes that
ż

Sn
ω “

ż

Bn`1
dω “

ż

Bn`1
dx1 ^ ¨ ¨ ¨ ^ dxn ą 0

Thus, in this case, the identity and antipodal maps are not isotopic. �

12.5.2 Cohomology Ring

Theorem 12.5 (Universal Coefficient Theorem for Cohomology). If a chain complex C of free abelian
groups has homology groups HnpCq. Then the cohomology groups HnpC; Gq of the cochain complex
HompCn, Gq are determined by the split exact sequences

0 Ñ ExtpHn´1pCq, Gq Ñ HnpC; Gq h
ÝÑ HompHnpCq, Gq Ñ 0

This implies that if M and N are closed, connected, oriented n-manifolds and f : M Ñ N is a
continuous map, then there is a commutative diagram

HnpNq HompHnpNq, Zq

HnpMq HompHnpNq, Zq

»

f˚ Homp f˚, Zq

»

whre the horizontal rows are isomorphisms since Hn´1pMq and Hn´1pNq are free, so

Ext1pHn´1pMq, Zq “ Ext1pHn´1pNq, Zq “ 0

Therefore if f˚ on top Homology is multiplication by some integer, then f ˚ on top Cohomology is
multiplication by the same integer. More formally, f ˚ : HnpNq Ñ HnpMq will map a generator of
HnpNq to degp f q times a generator of HnpMq.

Spring 2016, #5 Let M be a compact oriented n-manifold with de Rham cohomology group
H1

dRpM; Rq “ 0 and let Tn be the n-dimensional torus. For which integers k does there exist a
smooth map f : M Ñ Tn of degree k?

Spring 2018, #8 Determine all of the possible degrees of maps S2 Ñ S1 ˆ S1.
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12.5.3 General Problems

Fall 2013, #3 Let M, N Ă Rp`1 be two compact, smooth, oriented submanifolds of dimensions
m and n, respectively, such that m` n “ p. Suppose that MX N “ H. Consider the linking map

λ : Mˆ N Ñ Sp, λpx, yq “
x´ y
|x´ y|

The degree of λ is called the linking number `pM, Nq.
(a) Show that `pM, Nq “ p´1qpm`1qpn`1q`pN, Mq
(b) Show that if M is the boundary of an oriented submanifold W Ă Rp`1 disjoint from N,

then `pM, Nq “ 0.

Fall 2017, #7 Let M be a smooth, compact, connected, oriented n-dimensional manifold (without
boundary).

(i) Show that if the Euler characteristic of M is zero, then M admits a nowhere vanishing
vector field.

(ii) If M is a surface of genus g, then what is the minvp#zeros of vq, where v ranges over vector
fields on M whose zeros are isolated and have index ˘1? Give a proof.

13 Lie Groups

The purpose of this section is mainly to write out one key result – the parallelizability of Lie
groups. We’ll also add some discussion of how to recognize Lie groups and about when subman-
ifolds of a Lie group is a Lie group. See Peterson’s notes for more details, especially regarding
polar decomposition.

A Lie group is a smooth manifold with group structure. Essentially, we have everything a smooth
manifold has, in addition to the following smooth map: P : Gˆ G Ñ G where pg, hq ÞÑ gh.

We also have the map Lg : G Ñ G where h ÞÑ gh, the left multiplication map (also called left trans-
lation). This map is a diffeomorphism (inverse is Lg´1), and is perhaps the most useful property
of Lie groups (for the Geometry qual at least).

The main reason for the creation of this section is the following result, which has appeared in some
quals recently.

Theorem 13.1 (Parallelizability of Lie groups, Fall 2017 #2, Fall 2022 #2). Lie groups are parallelizable.

Proof. We show that G admits a global frame.

Consider the vectors v1, . . . , vn which form a basis for TeG. We define that w1, . . . , wn which form
a basis for TgG.

Consider a vector ve P TeG, and define the vector vg “ dLgpveq. Define the vector field X such that
Xpgq “ vg.

To see X is smooth, pick γ : p´ε, εq Ñ G such that γp0q “ e and γ1p0q “ vi. Then consider the map
φ : Gˆ p´ε, εq Ñ G such that

pg, tq ÞÑ Ppg, γptqq “ Lg ˝ γptq.
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Then, we note that

vg “
B

Bt

ˇ

ˇ

ˇ

ˇ

t“0
φpg, tq.

Letting pveq1, . . . , pveqn be a basis for TeG, as Lg is a diffeomorphism, we note that dLg is an isomor-
phism, so pvgq1, . . . , pvgqn is a basis for TgG. Thus, X1, . . . , Xn is a global frame for G.

Note that this result implies all Lie groups are orientable. We also note that all of these vector
fields are left-invariant, which is important for Euler characteristic considerations.

There is one more result that is useful: Lie groups always admit a nowhere vanishing vector field.
We will go into the construction of this vector field, however it does not immediately imply that
all Lie groups have trivial Euler characteristic via Poincare-Hopf. In order to apply this result, we
need our Lie group G to be homotopically equivalent to a compact Lie group. For example, SLnpCq

is homotopically equivalent to SOnpCq (one way to show this is via a deformation retraction using
polar decomposition).

Theorem 13.2. Lie groups admit a nowhere vanishing (left-invariant) vector field.

Proof. Define the vector field X : G Ñ TG where

Xphq “ dLhpXpeqq.

This is left-invariant as

dLgpXphqq “ dLgpdLhpXpeqq “ dLghpXpeqq “ Xpghq.

14 Flows and Lie Derivatives

Most of this content is from Lee Chapter 9, though with far less detail.

14.1 Flows

14.1.1 Integral Curve Precursors

Definition 14.1 (Integral Curve). If M is a manifold (with or without boundary) and V is a vector field
on M, an integral curve of V is a smooth curve γ : J Ñ M with

γ1ptq “ Vγptq.

Remember that γ1ptq “ γ˚p
d
dt q. We say that γp0q is the starting point of γ.

As a baby version of the Fundamental Theorem on Flows (which we’ll get to), one can cook up a
curve integral to V from any starting point p P M.

Proposition 14.1. V is a smooth vector field on M. For each p P M, there is a smooth curve γ : p´ε, εq Ñ
M that is an integral curve of V starting at p.

In many problems, it is more convenient to cook up an integral curve in an open subset of Rn and
push it forward to an integral curve on M by a chart.
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Proposition 14.2. Let F : M Ñ N be a smooth map and X, Y vector fields on M and N respectively. Then
X and Y are F-related iff for each integral curve γ of X, F ˝ γ is an integral curve of Y. Recall that X and
Y are F-related if F̊ X “ Y.

14.1.2 Flows

Definition 14.2. A global flow is a continuous left R-action on M; that is, a continuous map θ : Rˆ

M Ñ M satisfying:

• For each t define θt : M Ñ M by θtppq “ θpt, pq. Then

θt ˝ θs “ θt`s, θ0 “ M.

The maps θt are diffeomorphisms.

• For each p P M, define a curve θppq : R Ñ M by θppqptq “ θpt, pq. The image of this curve is the
orbit of p under the group action.

To each global flow θ : RˆM Ñ M there is an associated smooth vector field Vp “ θppq
1

p0q called
the infinitesimal generator of θ. V “generates” θ in the sense that each curve θppq is an integral curve
of V.

The utility of flows comes from being able to go backwards; that is start from a vector field V on M
and find a flow θ that has V as its infinitesimal generator. There are insurmountable obstructions
that keep us from always being able to find a global flow, since one can cook up a vector field on
p0, 1q, say, which has an integral curve that might blow up. Check out Lee example 9.9 and 9.10.
I could see a qual question asking us to provide such an example so this might be good to check
out.

Example 14.1 (Integral curve that can’t be extended). If M “ R2 and W “ x2 B
Bx , then one can check

that the integral curve of W starting at p1, 0q is

γptq “ pp1´ tq´1, 0q,

which cannot be extended past t “ 1.

But one can do the next best thing and define a maximal flow (one that cannot be extended to a
larger domain like D Ă Rˆ M with Dppq “ tt : pt, pq P Du containing 0). You can adjust the
definition of maximal flows to get the one for global flows by replacing RˆM with D.

Theorem 14.1 (Fundamental Theorem on Flows). Let V be a vector field on M (WITHOUT BOUND-
ARY). There is a maximal flow θ : D Ñ M with infinitesimal generator V. We have the following
properties:

• θppq is a unique maximal integral curve of V starting at p.

• Some others that aren’t too important but you can read them in Lee.

Flows often show up when we want to find a diffeomorphism on a manifold M that sends some
collection of points to another collection, or rotates tangent vectors, etc. One might do this by
flowing our points of interest along a well-chosen vector field. Though we really want our flow
to exist for all time for something like this to work. A vector field that generates a global flow is
called complete. All we really need to know is this:
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Theorem 14.2. Every compactly supported smooth vector field on a smooth manifold is complete. In
particular every smooth vector field on a smooth compact manifold is complete.

Here are a couple qual questions that involve flows (but not Lie Derivatives).

Spring 2011, 1. If V is a smooth vector field on an n-manifold M and Vp ‰ 0 for some p P M,
show that we may find a chart pU, xq around p with V “ B

Bx1 .

Comments: This is Theorem 9.22 in Lee. This comes up a lot. It in particular tells you that you
can extend a vector field locally to a basis. Although there might be an easier way to establish
this (yes there is. V “ Vi B

Bxi
. Some coordinate is nonzero in a small neighborhood, say V1. Then

V, B
Bx2

, . . . , B
Bxn

is a local frame). Compare this with Theorem 9.46 about commuting frames.

Definition 14.3. A commuting frame is a local frame pEiq for M such that rEi, Ejs “ 0.

Theorem 14.3 (Lee 9.46). Let M be an n-manifold and pV1, . . . , Vkq a linearly independent k-tuple of
smooth commuting vector fields on an open W Ă M. For each p P W, there is a smooth coordinate chart
pU, pxiqq centered at p so that Vi “

B

Bxi for i “ 1, . . . , k.

Further compare this with Frobenius theorem and involutivity (the closure under Lie derivative
condition). 9.46 is just a more involved application of flows.

Fall 2010, 1 Let M be a connected smooth manifold. Show that for any two non-zero tangent
vectors v1 P Tx1 M and v2 P Tx2 M, there is a diffeomorphism φ : M Ñ M such that φpx1q “ x2
and dφpv1q “ v2.

We show the existence of diffeomorphisms φx,y, φv,w : M Ñ M such that φx,ypxq “ y, φv,wpzq “ z
and dφv,wpvq “ w for any choices x, y P M and v, w P Tz M. Our diffeomorphism φ is then φ “
φdφpv1q,v2 ˝ φx1,x2 .

We first show that, for x, y P M, the relation x „ y iff there exists a diffeomorphism φx,y : M Ñ M
such that φx,ypxq “ y is an equivalence relation. It is clearly reflexive (take φx,x “ id), clearly
symmetric (given φx,y, we get φy,x “ φ´1

x,y), and clearly transitive (given φx,y and φy,z, we get φx,z “

φy,z ˝ φx,y). As M is connected and equivalence classes partition the manifold M, if we can show
the equivalence classes are open, we must have only one equivalence class, implying the first
result.

Let x P M be given, and consider a coordinate patch pU, ψ “ px1, . . . , xnqq of x such that U is
homeomorphic to Bp0, 1q Ă Rn and ψpxq “ 0. Take V Ă V Ă U such that V is homeomorphic
Bp0, rq Ă Rn for some r ă 1. Let y P V be given and let c “ pc1, . . . , cnq “ ψpyq. Consider the vector
field X “ ci B

Bxi , which is well-defined on U. Letting α be a bump function such that α ” 1 on V
and supp α Ă U, we note that α is compactly supported. Thus, letting X̃ “ αX, we have a globally
defined compactly supported vector field, thus we have a global flow θt. Note additionally that
X̃|V “ X.

Noting that the integral curve γptq “ ψ´1ptcq is an integral curve of X̃ satisfying γp0q “ x and
γp1q “ y, we have θ1pxq “ y. We define φx,y “ θ1. Thus the equivalence class containing x is open
and by the arguments above, this implies it is all of M.

We now show the second claim, first proving it in Rn for n ě 2. Let v, w P Rn be given, and define
λ “ ||w||

||v|| ą 0. If v, w are colinear, define Ft “ λtidRn . If not, P be the plane spanned by v and w
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with an orientation so that tv, wu is a direct basis. Let θ be the oriented angle between v and w. If
w “ ´λv, instead consider a third vector w1 which is not colinear to v and consider the plane P
spanned by v and w1 and take θ “ π. For t P R, define Rt to be linear isomorphism of Rn such
that its restriction to P is the rotation of angle tθ, and its restriction to PK is the identity map. Take
Ft “ λtRt.

By construction, Ft is a 1-parameter family of diffeomorphisms, so let X be its infinitesimal gen-
erator. Letting α : Rn Ñ R be a bump function such that α ” 1 on Bp0, r

2q and α ” 0 on Bp0, rqc,
we can define the vector field X̃ via X̃ “ αX. Consider F̃t as its flow, then we note that F̃1 has the
desired properties.

To obtain our desired solution in our manifold M, letting z P M be given, there exists some chart
pV, ψq such that V Ă U and ψ : U Ñ Rn is a diffeomorphism with ψpzq “ 0. By above, there
exists a diffeomorphism f : Rn Ñ Rn such that f p0q “ 0 and d0 f pdzψpvqq “ dzψpwq. Defining
φ “ ψ´1 ˝ f ˝ ψ, extended by the identity outside of V via a partition of unity yields our desired
diffeomorphism. �

14.2 Lie Derivatives

For vector fields, it seems that we just need to remember LVW “ rV, Ws. I guess it should be
mentioned somewhere that

ωprX, Ysq “ XpωpYqq ´YpωpXqq ´ dωpX, Yq.

Definition 14.4 (Lie Derivative of form/covariant tensor field). Let A be a covariant tensor field on
M (this might seem overly general, but this sometimes shows up on the qual; see Fall 2013 Problem 6), and
V a vector field on M. If θ is the (local) flow generated by V,

pLV Aqp “
d
dt
|t“0 pθ

˚
t Aqp “ lim

tÑ0

pθ˚t Aqp ´ Ap

t
.

This is defined pointwise in the vector fields.

Proposition 14.3 (Properties of Lie Derivatives). The Lie derivative on tensor fields is uniquely deter-
mined by the following properties

(a) L is linear over R

(b) LV f “ V f for functions (0-tensors) f

(c) LVpAb Bq “ LV Ab B` AbLV B,

(d) LVpTpX1, . . . , Xkqq “ pLV TqpX1, . . . , Xkq `
řk

i“1 TpX1, . . . , LVpXiq, . . . , Xkq, T a k-tensor.

Specializing to differential forms, we have the extremely useful

Theorem 14.4 (Cartan’s Magic Formula). If V is a vector field on M and ω a differential form,

LVω “ iVpdωq ` dpiVωq,

or more succinctly
LV “ iVd` diV .
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As a consequence Lie derivatives commute with exterior derivatives. However interior multipli-
cation iV certainly does not commute with exterior derivatives!

*It’s possible that Cartan Magic formula works for general covariant tensors too! Exterior deriva-
tive still makes sense. Define it for functions and then extend.

It’s nice to note that the product rule

LVpω^ ηq “ pLVωq ^ η `ω^ pLVηq

has no sign change because there is no change in grading when LV is applied.

14.3 Some computation rules

It looks like interior multiplication wasn’t introduced earlier, so I might as well include a couple
rules to simplify computations arising in Cartan’s magic formula.

Interior multiplication is iVωpV1, . . . , Vk´1q “ ωpV, V1, . . . , Vk´1q.

Proposition 14.4 (Computation rules for interior multiplication).

(a) i2
V “ 0 (same as d).

(b) iVpω^ ηq “ piVωq ^ η ` p´1q|ω|ω^ piVηq (same as d).

(c) If ω0, . . . , ωn are 1-forms, then

iVpω1 ^ ¨ ¨ ¨ ^ωkq “

k
ÿ

i“0

p´1qiωipVqω1 ^ ¨ ¨ ¨ ^ ω̂i ^ ¨ ¨ ¨ ^ωk.

14.3.1 Problems

Fall 2010, 4
(a) Let f0, f1 : M Ñ N be smooth. Define the notion of a chain homotopy between f ˚0 and f ˚1 .
(b) Let X be a smooth vector field on compact manifold M. Let φt : M Ñ M be the flow

generated by X. Find an explicit chain homotopy between φ˚0 and φ˚1 . Hint: Recall Cartan’s
magic formula.

Spring 2011, 2
(a) Show Cartan’s magic formula: LX “ diX ` iXd.
(b) Use this to show that a vector field X on R3 has local flows preserving volume if and only

if it has divergence 0.

Spring 2018, 2 Let ΦN , ΦS : Rˆ S2 Ñ S2 be two global glows on the sphere S2. Show that
there is an ε ą 0 and a neighborhood U of the north pole, V of the south pole, and global flow
φ : Rˆ S2 Ñ S2 such that Φpt, qq “ ΦNpt, q for t P p´ε, εq, q P U and Φpt, qq “ ΦSpt, qq for all
t P p´ε, εq and q P V.
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15 Practice Qual Solutions

15.1 Fall 2020

Fall 2020, 1 Let x1, x2, . . . , xk and y1, y2, . . . , yk be two sets of distinct points in a connected
smooth manifold M with dimpMq ą 1, and v1, v2, . . . , vk and w1, w2, . . . , wk be the corresponding
two sets of non-zero tangent vectors at these points. Show that there is a diffeomorphism f of M
such that f pxiq “ yi and d fxipviq “ wi for i “ 1, . . . , k.

This problem is long. Here is a good resource in case you want to see a different write-up.

We first prove there exists contractible open subsets U1, . . . , Uk with xi, yi P Ui, such that their
closure is contractible and are pairwise disjoint. We prove this by induction.

For k “ 1: if x1 “ y1, take a small contractible neighbourhood of x1 for U1. If x1 ‰ y1, take any
small tubular neighbourhood of an injective path joining x1 and y1 for U1.

Assume x1, . . . , xk`1, y1, . . . , yk`1, are as in the statement of the Lemma. By induction hypothesis,
let U1, . . . , Uk be disjoint contractible open subsets such that xi, yi P Ui for 1 ď i ď k, and whose
closures are pairwise disjoint. Take them small enough such that xk`1, yk`1 R Ui for any i. If
xk`1 “ yk`1, any small contractible neighbourhood of xk`1 works for Uk`1. Assume then that
xk`1 ‰ yk`1. Since U1, . . . , Uk are contractible, Mz

`

U1 Y ¨ ¨ ¨ YUk
˘

is homotopy equivalent to
Mztk pointsu. In particular, it is path-connected. Since ĂM “ Mz

`

U1 Y ¨ ¨ ¨ YUk
˘

is an open subset
of M, it is then a connected manifold of dimension n, with xk`1, yk`1. Apply the k “ 1 case to ĂM
in order to conclude the proof of our claim.

Next, we prove that there exists First, prove that there exists diffeomorphisms fi : M Ñ M com-
pactly supported on Ui (and extended to identity elsewhere) such that fipxiq “ yi and d fxipviq “ wi.
This is written in detail in our write-up of Fall 2010, 1. We then let f “ f1 ˝ ¨ ¨ ¨ ˝ fk. �

Fall 2020, 2 Let M be a smooth manifold of dimension n. Let T˚M :“
Ů

mPM T˚m M be the
cotangent bundle, where T˚m M is the dual of the tangent space Tm M, and let π : T˚M Ñ M be the
natural projection such that πpφq “ m for φ P T˚m M. Let x “ px1, . . . , xnq be local coordinates on
U Ă M. Then we endow π´1pUq with coordinates px1, . . . , xn, y1, . . . , ynq, such that the element
φ P π´1pUqwith πpφq “ m is written as

ř

i yidxipmq.
(a) Show that T˚M is a smooth manifold with respect to the local coordinate charts defined

above.
(b) Define the 1-form λ on the cotangent bundle T˚M as follows: for any tangent vector v P

TφpT˚Mq at φ P T˚M, we set λpφqpvq “ φpdπpvqq.
Find the explicit expression of λ with respect to the above local coordinate chart. Use this
to show that λ is smooth.

(c) Find the explicit expression of dλ and its k-th exterior powers for all k ě 2 with respect to
the local coordinate chart above. Use this to show that T˚M is orientable.

(a) There are many resources for this, see for one.

(b) To find2 an explicit expression of λ, we see what λ does to the basis vectors, B
Bxi

, B
Byi

. However,

2λ is known as the tautological 1-form of T˚M. To see a better explanation, see Lee Proposition 22.11.
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we see that as dπp B
Bxi
q “ B

Bxi
and dπp B

Byi
q “ 0, we have

λpφq

ˆ

B

Byi

˙

“ φ

ˆ

dπ

ˆ

B

Byi

˙˙

“ φp0q “ 0

and

λpφq

ˆ

B

Byi

˙

“ φ

ˆ

dπ

ˆ

B

Bxi

˙˙

“ φ

ˆ

B

Bxi

˙

“ yi.

Thus,
λ “

ÿ

i

yidxi.

λ then is clearly smooth because its component functions in these coordinates are linear.

(c) Given the above, we note that

dλ “ d
ÿ

i

yidxi “
ÿ

i

dyi ^ dxi.

Thus,
pdλqk “

ÿ

1ďi1ă¨¨¨ăikďn

k! dyi1 ^ dxi1 ^ ¨ ¨ ¨ ^ dyik ^ dxik .

In particular,
pdλqn “ n! dy1 ^ dx1 ^ ¨ ¨ ¨ ^ dyn ^ dxn.

Thus, pdλqn is a nowhere vanishing top-form of T˚M, implying T˚M is orientable.

�

Fall 2020, 3 Let M be a smooth manifold with smooth boundary BM and N be a smooth mani-
fold without boundary. Assume that f : M Ñ N is smooth (this includes smoothness at points
of BM) so that the tangent map d fx : Tx M Ñ Tf pxqN is well-defined (including at points of BM).
Let y P N be a regular value for both f and f |BM.

(a) Show that M1 :“ f´1pyq, if not empty, is a smooth submanifold with boundary in M such
that the boundary BM1 “ p fBMq

´1pyq “ M1 X BM is a submanifold of BM.
(b) If we only assume that y is a regular value for f but not for fBM, does the conclusion of (a)

still hold?

(a) If you’d like to see another write-up, see page 61 of Guillemin & Pollack. First, notice that the
interior IntpMq of M is a smooth manifold without boundary, so M1X Int M “ p fIntpMqq

´1pyq
is also a smooth manifold without boundary. Therefore it is enough to look at M1 around a
point x P BM.

First, move everything in local coordinates. By taking local coordinates in N, we can view
a neighborhood of y as a ball in Rn, centered at 0 (i.e. we can assume y “ 0). Similarly, by
taking slice charts in M, we can view the neighborhood of x in M as a subset of Hm “ tx P
Rn|xm ě 0u such that x “ 0. Moreover, since f is smooth at 0, by shrinking the neighborhood,
we can assume that f is defined and smooth in a ball B around 0.

Now, let S “ f´1p0q X B. Then by the Regular Value Theorem, S is a smooth manifold of
codimension 1. Define also π : S Ñ R : x ÞÑ xm. Notice that BXM1 “ π´1r0,`8s. We will
now show that 0 is a regular value of π. For that, notice that since 0 is a regular value of both
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f and f |BM, both d f0 and dp f |BMq0 are surjective, so their kernels have the same codimension
n. But that means that these kernels have different dimensions (because the lie in T0BM and
T0M, which have different dimensions). But that means that ker d f0 ‰ ker dp f |BMq0. That is
T0S “ ker d f0 does not lie in T0M entirely, since d f0|T0BM “ dp f |BMq0. That means that locally
there exists a vector field X P T0S, X R T0BM (or in other words, Xm ‰ 0). But notice that
dπ0pXq “ Xm ‰ 0, so dπ0 is surjective. That means, 0 is a regular value of π.

The proof then follows from the following lemma: Suppose that S is a manifold without
boundary and that π : S Ñ R is a smooth function with regular value 0. Then the subset
ts P S |πpsq ě 0u is a manifold with boundary, and the boundary is π´1p0q.

This lemma is true as the set πpsq ą 0 is open in S and is therefore a submanifold of the
same dimension as S.This is true here as, around 0, π is locally equivalent to the canonical
submersion near 0. But the above lemma is clear when π is the canonical submersion.

(b) The answer is no. For a counterexample, let M “ ty ě 0u Ă R2 and f : R2 Ñ R : px, yq ÞÑ y.
Then it is easy to see that as f is linear, d f “ f , so f is a submersion. In particular, y “ 0 is a
regular value of f . At the same time BM “ ty “ 0u, so f |BM “ 0, which means that 0 is not a
regular value of f |BM.

In this notation, M1 “ f´1p0q “ ty “ 0u “ BM. Then M1 is a manifold without boundary,
but M1 X BM “ BM ‰ ∅ “ BM1. So the conclusion does not hold.

�

Fall 2020, 4 Let S be a closed subset of a smooth manifold M that has a second countable topo-
logical basis. Show that for any positive integer n, there is a smooth map f : M Ñ Rn such that
S “ f´1p0q.

This is Theorem 2.29 in Lee. �

Fall 2020, 5 Let M, N Ă Rp`1 be two compact, smooth, oriented submanifolds (without bound-
ary) of dimensions m and n, respectively, such that m` n “ p, and suppose that MX N “ H.
Let lpM, Nq be the degree of the map

λ : Mˆ N Ñ Sp, λpx, yq “
x´ y
||x´ y||

.

(a) Show that lpM, Nq “ p´1qpm`1qpn`1qlpN, Mq.
(b) Show that if M is the boundary of an oriented submanifold W Ă Rp`1 which is disjoint

from N, then lpM, Nq “ 0.

(a) Denote λM as the map λ : MˆN Ñ Sp. Consider the composition of maps λN “ A ˝ λM ˝ S,
where S : N ˆ M Ñ Mˆ N is the map spn, mq “ pm, nq and A is the antipodal map on Sp.
Note that a flip and a reflection are both orientation reversing diffeomorphisms, implying
their degree is ´1. As A is the composition of p` 1 reflection, we have degpAq “ p´1qp`1 “

p´1qm`n`1 and as S is the composition of mn flips, we have degpSq “ p´1qmn. Thus,

lpN, Mq “ degpλNq “ degpA ˝ λN ˝ Sq “ degpAqdegpλMqdegpSq

“ p´1qm`n`1lpM, Nqp´1qmn “ p´1qpm`1qpn`1qlpN, Mq.
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(b) Let F be the map, F : W ˆ N Ñ Sp where

Fpw, nq “
w´ n
||w´ n||

.

We note that λ “ BF “ F ˝ iM where iM : Mˆ N Ñ W ˆ N is the inclusion map, as BpW ˆ

Nq “ BW ˆ N “ Mˆ N as N has no boundary. Then, letting ω be a volume form in Sp, we
have, via Stokes,

degpλq
ż

Sp
ω “

ż

MˆN
λ˚ω “

ż

MˆN
i˚MF˚ω

“

ż

WˆN
dF˚ω “

ż

WˆN
F˚pdωq “

ż

WˆN
F˚p0q “

ż

WˆN
0 “ 0,

where dω “ 0 since ω is a top form. Thus degpλq “ 0 as
ş

Sp ω ‰ 0 as ω is a volume form.

�

Fall 2020, 6 Let X be a topological space and let Y “ Xˆ r´1, 1s{ „, where

px,´1q „ px,´1q for all x P X
px, 1q „ px, 1q for all x P X

Describe the relationship between the homology groups of X and Y.

Y “ SpXq, the suspension of X. Follow the argument as in 10.1 to get H̃kpYq “ H̃k´1pXq for all k. �

Fall 2020, 7
(a) Describe a cell decomposition for X “ RP4 such that its 2-skeleton Xp2q “ RP2. (This

means that X is obtained from Xp2q by attaching only 3- and 4-dimensional cells.) Include
a careful description of the attaching maps

(b) Use your cell decomposition to compute HkpX; Zq and HkpX, Xp2q; Zq for all k ě 0.

(a) We construct a CW complex for RPn which has Xpkq “ RPk for every 0 ď k ď n. Our CW
complex will have exactly 1 k-cell for 0 ď k ď n, denoted as ek. Our attaching maps are

φk : Sk´1 Ñ Xpk´1q “ RPk´1,

the double cover of RPk´1, where x,´x ÞÑ rxs. To compute the boundary map, dk, we note
that we have the composition

Sk´1 φk
ÝÑ RPk´1 q

ÝÑ RPk´1{RPk´2 – Sk´1,

with q a quotient map. Note that the map qφ restricts to a homeomorphism from each com-
ponent of Sk´1´ Sk´2 to RPk´1 Ñ RPk´2, and these homeomorphisms are obtained by from
each other via precomposing the antipodal map of Sk´1, which has degree p´1qk. Hence,

degpqφkq “ degpidq ` degpantq “ 1` p´1qk “

#

0 k odd,
2 k even.

In the case of RP4, this leaves us with the CW complex

0 Ñ Z
d4”2
ÝÝÝÑ Z

d3”0
ÝÝÝÑ Z

d2”2
ÝÝÝÑ Z

d1”0
ÝÝÝÑ Z Ñ 0.
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(b) From the above, we note that for k “ 0, 1, 3, kerpdkq “ Z and im pdkq “ 0, and for k “ 2, 4,
kerpdkq “ 0 and im pdkq “ Z

@

2ek´1
D

. Also note that im pd5q “ 0. Thus,

HkpXq “
kerpdkq

im pdk`1q
“

$

’

&

’

%

Z k “ 0,
Z{2Z k “ 1, 3,
0 otherwise.

To compute HkpX, Xp2q; Zq, we have the cellular complex

0 Ñ
C4pXq

C4pXp2qq
Ñ

C3pXq
C3pXp2qq

Ñ
C2pXq

C2pXp2qq
Ñ

C1pXq
C1pXp2qq

Ñ
C0pXq

C0pXp2qq
Ñ 0.

However, note that, by construction,

CkpXp2qq “

#

CkpXq 0 ď k ď 2,
0 otherwise.

Thus, we obtain the CW structure

0 Ñ Z
d4”2
ÝÝÝÑ Z

d3”0
ÝÝÝÑ 0 Ñ 0 Ñ 0 Ñ 0.

Thus, we get

HkpX, Xp2qq “
kerpdkq

im pdk`1q
“

#

Z{2Z k “ 3,
0 otherwise.

�

Fall 2020, 8 List all the 3-sheeted connected covering spaces of S1 _ S1. Which ones in the list
are not normal?

One approach to classifying the 3-sheeted covering spaces is the use the Galois correspondence
with index 3 subgroups of π1pS1 _ S1q, but because the group structure of Z ˚Z is sufficiently
complicated, it is actually more straight forward to find the covering spaces directly.

Our approach uses the fact that a covering space of a CW complex can be given a CW complex
structure by lifting the characteristic maps to the covering space (see Hatcher Appendix: Topology
of Cell Complexes Exercise 1). So in our case, a 3-sheeted connected covering corresponds to a
connected graph with three vertices each of degree four; moreover if we label the edges of S1_ S1

as a and b, then each vertex of the covering space must have an incoming and an outgoing a edge,
and an incoming and outgoing b edge.

For just one type of edges, i.e. either for a edges of b edges, there are three configurations that
satisfy the directed degree requirement. Either a simple loop is attached to each vertex, there is
one simple loop and one two cycle, or there is one three cycle. So we can combine these three
types of orientations up to orientation, and with the requirement that the graph is connected.

First, there are two covering spaces formed with two three cycles, with the same and opposite
orientation. When one edge type is given a three cycle, the other edge type may also be given three
simple loops or one simple loop and one two cycle. This gives four possible covering spaces, based
on which edge type has the three cycle; note that reversing orientation here gives the same graph.
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And finally, both edge types can be given a two cycle and simple loop configuration. This gives
one last covering space, and the orientation does not change the graph. All other combinations do
not produce a connected graph, so these are all the covering spaces.

Finally, we can see that only the first two covering spaces are normal, because the group action
there is transitive. Below is a visualization3 of the covering spaces, the first two being the normal
ones.

�

Fall 2020, 9 Let Σ5 be a compact oriented surface of genus 5 without boundary. Does there exist
an immersion f : T2 Ñ Σ5? Justify your answer.

Suppose such an f existed. As T2 and Σ5 are both 2-dimensional manifolds, f is then a local
diffeomorphism between compact spaces, and as such4 is a covering map. However, then 0 “
χpT2q “ kχpΣ5q “ kp2´ 2 ˚ 5q “ ´8k, where k is the number of sheets of our covering map. This
implies k “ 0, which is impossible. �

Fall 2020, 10 Show that the Euler characteristic of the special linear group SLpn, Rq with n ą 1
is zero. Here for a topological space X its Euler characteristic is

χpXq :“
ÿ

i

p´1qirankpHipXqq,

assuming that
ř

i rankpHipXqq ă 8.

We show that SLnpRq is homotopy equivalent to SOpnq, and since (clear from the definition given)
Euler characteristic is invariant under homotopy, χpSLnpRqq “ χpSOpnqq. Let r : MnpRq Ñ SOpnq
by A “ UP ÞÑ U, where UP is the polar decomposition of A so that P is positive definite and U
is unitary and therefore U P SOpnq. Let i : SOpnq ãÑ MnpRq be the inclusion. By uniqueness of
the polar decomposition, i ˝ r “ id, so we show that r ˝ i is homotopy equivalent to id. To do this,
consider Ht : SLnpRq Ñ SLnpRq defined by HtpAq “

p1´tqA`tU
detpp1´tqA`tUq . We note detpp1´ tqA` tUq ‰ 0

as
p1´ tqA` tU “ Upp1´ tqP` tIq.

As P is a positive definite matrix, and the convex combination of positive definite matrices is
positive definite, and detpUq ‰ 0, we have that detpp1 ´ tqA ` tUq ‰ 0. Additionally, note
t, det pHtpAqq “ 1. Moreover, we note that H0 “ id and H1 “ r ˝ i, as desired.

Since SOpnq and SLnpRq are homotopy equivalent, they have the same Euler characteristic. More-
over, as SOpnq is a lie group, it is parallelizable and thus admits a nowhere vanishing vector field.

3Taken from Prof. Rahul Panharipande’s solutions here.
4Should prove this statement on exam.
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Since SOpnq is closed (it’s the inverse image of t1u for the map A ÞÑ AAT ) and bounded, Poincare-
Hopf implies χpSOpnqq “ 0. �

15.2 Spring 2021

Spring 2021, 1 Without using homology groups or homotopy groups, directly derive Brouwer’s
fixed point theorem (any continuous map f : D2 Ñ D2 has a fixed point, where D2 is the closed
2-disk) from the hairy ball theorem (any continuous vector field on S2 is somewhere 0 ).

We did not figure this out however here is a solution from Wikipedia, which has yet to fail us. �

Spring 2021, 2 Solve the following problems:
(a) Let F : Sn Ñ Sn be a continuous map. Show that if F has no fixed point, then the degree of

the map, deg F “ p´1qn`1.
(b) Show that if X has S2n as universal covering space, then π1pXq “ t1u or Z2.

(a) We show this via Lefschetz theory. Since F has no fixed point, we know LpFq “ 0. However,

0 “ LpFq “
n
ÿ

i“0

p´1qitrpF̊ : HkpSnq Ñ HkpSnqq

“ trpF̊ : H0pSnq Ñ H0pSnqq ` p´1qntrpF̊ : HnpSnq Ñ HnpSnqq

“ 1` p´1qn degpFq,

implying our result.

(b) If S2n is a universal covering space of X, then we know that GpS2nq – π1pXq, where GpS2nq

is the group of deck transformations of S2n. If every deck transformation has a fixed point,
then by the uniqueness of deck transformations, every deck transformation is simply the
identity, so π1pXq “ t1u. If not, then by part (a), we know degpFq “ p´1q2n`1, which by the
Poincare index theorem, implies F is homotopic to the antipodal map. Thus, we only have 2
unique deck transformations, implying π1pXq – Z2.

�

Spring 2021, 3 Let p1, . . . , pn be n distinct points in R3. Calculate the integral homology groups
of R3z tp1, . . . , pnu.

If n “ 0, then this is just the fundamental group of R3 which is trivial as R3 is simply connected.
If n “ 1, note that R3ztpu deformation retracts onto S2, which has a trivial fundamental group as
that again is simply connected.

Suppose n ě 2. Then, note that R3ztp1, . . . , pnu deformation retracts onto S2ztq1, . . . , qn´1u for
some n ´ 1 distinct points in S2, which is homotopy equivalent to R2 ´ tr1, . . . , rn´2u for some
n´ 2 distinct points in R2.

Follow the same argument as in Fall 2022, 7 to get the fundamental group is a free product of n´ 2
copies of Z. �
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Spring 2021, 4 Let ∆pkqn be the k-dimensional skeleton of the n-simplex ∆n. Calculate the reduced
homology groups H̃ip∆

pkq
n q for all values of i, k, n.

We first note that, as ∆n is contractible, H̃ip∆nq “ 0 for all i.

Note that for i ă k
H̃ip∆

pkq
n q “ H̃ip∆nq “ 0,

and for i ą k, since there are no i-cells, H̃ip∆
pkq
n q “ 0. It suffices to find H̃kp∆

pkq
n q. Note, however, the

top homology is always torsion-free (and thus free) since the previous boundary map is always 0.
Thus, noting that

χpHip∆
pkq
n qq “

k
ÿ

i“0

p´1qk rankpHkp∆
pkq
n qq “ 1` p´1qk rankpHkp∆

pkq
n qq

and

χpHip∆
pkq
n qq “

k
ÿ

i“0

p´1qi#ei “

k
ÿ

i“0

p´1qi
ˆ

n` 1
i` 1

˙

“ 1´
k`1
ÿ

i“0

p´1qi
ˆ

n` 1
i

˙

,

“ 1´ p´1qk`1
ˆ

n
k` 1

˙

“ 1` p´1qk
ˆ

n
k` 1

˙

,

we have

rankpHkp∆
pkq
n qq “

ˆ

n
k` 1

˙

,

implying our result.

The combinatorial identity can be proven inductively and the number of i-cells in ∆n is precisely
number of size i` 1 subsets of t0, . . . , nu, which is

`n`1
i`1

˘

. �

Alternate Solution: We establish

rHip∆
pkq
n q –

#

Zp
n

k`1q if i “ k,
0 otherwise

for all i and 0 ď k ď n by induction on n. The base case n “ 0 is clear. Now fix n ą 1. Since ∆p0qn is
the disjoint union of n` 1 points, clearly

rHip∆
p0q
n q –

#

Zn if i “ 0,
0 otherwise

.

Now suppose k ą 1. Since ∆pkqn is the mapping cone of the inclusion ∆pk´1q
n´1 ãÑ ∆pkqn , we have a long

exact sequence

¨ ¨ ¨ Ñ rHip∆
pk´1q
n´1 q Ñ

rHip∆
pkq
n´1q Ñ

rHip∆
pkq
n q Ñ rHi´1p∆

pk´1q
n´1 q Ñ

rHi´1p∆
pkq
n´1q Ñ ¨ ¨ ¨

By induction this gives rHip∆
pkq
n q “ 0 when i ‰ k, implying we obtain a split short exact sequence,

thus
rHkp∆

pkq
n q – Zp

n´1
k q ‘Zp

n´1
k`1q – Zp

n
k`1q.

�
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Spring 2021, 5 Define the complex projective space CPn to be the quotient of Cn`1zt0u by the
relation x „ λx for all λ P Czt0u, x P Cn`1zt0u. Construct a CW complex structure on CPn

with no odd-dimensional cells and exactly 1 cell in each even dimension up to 2n. Calculate the
fundamental group and the integral homology groups of CPn.

We define a CW structure of CPn which has 1 k-cell for each even k between 0 and 2n. Our cell
complex will then be

¨ ¨ ¨ Ñ 0 Ñ 0 Ñ Z Ñ 0 Ñ ¨ ¨ ¨ Ñ 0 Ñ Z Ñ 0 Ñ 0 Ñ . . .

where the first Z is in grading 2n and the last is in grading 0, and we alternate between 0 and Z

in between these. As all of the boundary maps are 0, the integral homology groups of CPn are the
same as the chain groups. Thus,

HkpCPnq “

#

Z 0 ď k ď 2n, k even
0 otherwise.

We also note that the fundamental group of a CW complex is completely determined by its 2-
skeleton. In fact, it is a free group, with the 1-cells as the generators and the attaching maps of the
2-cells as the relations. As our construction of CPn has no 1-cell, our fundamental group is trivial.

We now define our CW structure inductively. Note that CP0 is simply a point, so we just have
a 0-cell. Given CPn´1, we claim we can construct CPn by attaching a 2n-cell. To see this, note
that CPn´1 Ă CPn, via the inclusion rz0, . . . , zn´1s ÞÑ rz0, . . . , zn´1, 0s. Additionally note that an
arbitrary point in CPn ´ CPn´1 can be represented by pz0, . . . , zn´1, tq, where t ą 0 is the real
number

a

1´
ř

zizi. This defines a map

e2n Ñ CPn : z “ pz0, . . . , zn´1q ÞÑ rz0, . . . , zn´1, ts,

with t “
a

1´
ř

zizi. The boundary of e2n (where t “ 0), is sent to CPn´1. �

Spring 2021, 6 Define the orientation double cover for any topological manifold. What is the
orientation double cover of the real projective plane RPn?

The orientation double cover for any topological manifold is the unique two-fold orientable cov-
ering space of a topological manifold with orientation reversing non-trivial deck transformation.

We first note that RPn is the quotient space of Sn by the antipodal map, and that

HkpRPnq “

$

’

&

’

%

Z k “ 0, k “ n and n odd,
Z{2Z 1 ď k ă n, k odd,
0 otherwise.

So, RPn is orientable if and only if n is odd. We then see that the orientation cover, in this case, is
RPn \RPn, with opposite orientations on the two copies. So, the non-trivial deck transformation
taking x1 ÞÑ x2, where ppx1q “ x “ ppx2q is orientation reversing.

When n is even, we claim the orientation double cover is Sn, however this is clear as Sn is an
orientable double cover of RPn, and the non-trivial deck transformation is the antipodal map A,
where x ÞÑ ´x. When n is even, we note that degpAq “ p´1qn`1 “ ´1, as A is the composition of
n` 1 negations, all of which being orientation reversing diffeomorphisms. So the non-trivial deck
transformation is orientation reversing. �
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Spring 2021, 7 Show that S2ˆS2 and the connected sum CP2#CP2 are not homotopy equivalent.

We will show that these two spaces have different ring structure.

First, we will show that for closed oriented manifolds M and N of dimension n,

rHipM#Nq “

#

rHipMq ‘ rHipNq, i ă n;
Z, i “ n.

To show this, consider Sn´1 Ă M#N “: X to be the disk that M and N are glued by. Notice that
then pX, Sn´1q is a good pair and X{Sn´1 » M_N. Therefore we get an exact sequence of reduced
homologies:

. . . Ñ rHipSn´1q Ñ rHipXq Ñ rHipM_ Nq Ñ . . .

Since HipSn´1q “ 0 for i ă n´ 1, we get an isomorphism

rHipXq » rHipM_ Nq » rHipMq ‘ rHipNq.

Now, for the remaining homologies we get the exact sequence:

0 Ñ rHnpXq » Z Ñ rHpM_ Nq » Z2 Ñ rHn´1pSn´1q » Z

Ñ rHn´1pXq Ñ rHn´1pM_ Nq » rHn´1pMq ‘ rHn´1pNq Ñ 0

Notice that since M, N and X are all closed orientable, their Hn´1 is torsion free. Moreover, com-
puting the alternating sum of ranks, we get that rHn´1pXq and Hn´1pMq ‘ Hn´1pNq have the same
rank (and are both free!). Therefore, they are isomorphic.

Now notice that in the case of CPn, all homology groups are free, so the cohomology groups are
dual to them. That is,

HipCP2#CP2q “

$

’

&

’

%

Z2, i “ 2,
Z, i “ 0, 4,
0 otherwise.

That means that the generators of the two copies of H4pCP2q are identified in H4pCP2#CP2q.

Thus, letting α1, α2 be generators of H2pCP2#CP2q, we get

α1 ! α1 “ α2 ! α2

α1 ! α2 “ 0 “ α2 ! α1

where α1 ! α1 “ α2 ! α2 generates H4pCP2#CP2q. The matrix corresponding to this structure is
the 2ˆ 2 identity matrix, which is positive definite. Meanwhile, via the Künneth Formula, letting
θ be a volume form in S2, we have π1 ˚ pθq and π˚2 pθq the generators of H2pS2 ˆ S2q, and

π˚1 pθq! π˚1 pθq “ 0

π˚1 pθq! π˚2 pθq “ p´1q4pπ˚2 pθq! π˚1 pθqq “ π˚2 pθq! π˚1 pθq

π˚2 pθq! π˚2 pθq “ 0,

where π˚1 pθq ! π˚2 pθq generates H4pS2 ˆ S2q. The matrix corresponding to this is the 2ˆ 2 non-
trivial permutation matrix, which is not positive definite as it has a positive and negative eigen-
value.

Thus, the two cup product structures are not the same and thus the two cohomology rings are not
isomorphic. �
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Spring 2021, 8 Consider a differentiable map f : S2n´1 Ñ Sn with n ě 2. If α P ΩnpSnq is a
differential form of degree n such that

ş

Sn α “ 1, let f ˚α P ΩnpS2n´1q be its pull-back under f .
(a) Show that there exists β P Ωn´1pS2n´1q such that f ˚pαq “ dβ.
(b) Show that the integral Ip f q “

ş

S2n´1 β^ dβ is independent of the choices of β and α.

(a) We wish to show that f ˚pαq is an exact form in ΩnpS2n´1q. However, as α is an n-form, we
have that dα “ 0, so α is closed. This implies that f ˚pαq is closed as

d f ˚pαq “ f ˚pdαq “ f ˚p0q “ 0.

Note that as n ě 2, we have that n ă n` n´ 1 “ 2n´ 1. So, as HnpS2n´1q “ 0 and f ˚pαq is
closed, we have that f ˚pαq is exact, thus there exists β P Ωn´1pS2n´1q such that f ˚pαq “ dβ.

(b) We first show Ip f q is independent of the choice of β. That is, suppose β, β1 P Ωn´1pS2n´1q

such that dβ1 “ f ˚pαq “ dβ. Then, dpβ1 ´ βq “ f ˚α ´ f ˚α “ 0, so β1 ´ β is closed. As
Hn´1pS2n´1q “ 0, this implies β1´ β is exact, so β1´ β “ dγ for some γ P Ωn´2pS2n´1q. Thus,

ż

S2n´1
β1 ^ dβ1 “

ż

S2n´1
pβ` dγq ^ dpβ` dγq “

ż

S2n´1
β^ dβ`

ż

S2n´1
dγ^ dβ.

We are done if we show the last integral vanishes. However, by Stoke’s
ż

S2n´1
dγ^ dβ “

ż

S2n´1
dpγ^ dβq “

ż

BS2n´1
d2pγ^ dβq “ 0.

Now suppose α, α1 P ΩnpSnq are such that
ş

Sn α “ 1 “
ş

Sn α1. Then, as HnpSnq “ Z, we have
α “ α1 ` dη for some η P Ωn´1pSn´1q. Let β, β1 P Ωn´1pS2n´1q be such that dβ “ f ˚pαq and
dβ1 “ f ˚pα1q. Then,

dβ “ f ˚pαq “ f ˚pα1 ` dηq “ f ˚pα1q ` d f ˚pηq “ dβ1 ` dη1 “ dpβ1 ` η1q.

for some η1 P Ωn´1pS2n´1q. Thus, β´ β1 ´ η1 is closed, implying β “ β1 ` η1 ` dγ for some
γ P Ωn´2pS2n´1q. Thus,

ż

S2n´1
β^ dβ´ β1 ^ dβ1 “

ż

S2n´1
pβ1 ` η1 ` dγq ^ pdβ1 ` dη1q ´ β1 ^ dβ1

“

ż

S2n´1
β1 ^ dη1 ` η1 ^ dβ1 ` η1 ^ dη1 ` dγ^ dβ1 ` dγ^ dη1

“

ż

S2n´1
dpβ1 ^ η1q `

ż

S2n´1
η1 ^ dη1 `

ż

S2n´1
dpγ^ dβ1 ` γ^ dη1q.

Note that η1 ^ dη1 “ f ˚pηq ^ d f ˚pηq “ f ˚pη ^ dηq “ f ˚p0q “ 0. Thus, as these integrals are
all of exact forms, they integrate to 0 via Stoke’s.

�

Spring 2021, 9 Let f : M Ñ N be a smooth map between smooth manifolds, X and Y be smooth
vector fields on M and N, respectively, and suppose that f˚X “ Y (i.e., f˚pXpxqq “ Yp f pxqq for
all x P M). Then prove that

f ˚pLYωq “ LXp f ˚ωq.
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We first show f ˚iYω “ iX f ˚ω for any ω P ΩkpMq. Let E1, . . . , Ek´1 be vector fields on M. Then,

f ˚iYωpE1, . . . , Ek´1q “ iYωp f˚E1, . . . , f˚Ek´1q “ ωpY, f˚E1, . . . , f˚Ek´1q

“ ωp f˚X, f˚E1, . . . , f˚Ek´1q

“ f ˚ωpX, E1, . . . , Ek´1q

“ iX f ˚ωpE1, . . . , Ek´1q.

Thus, as d f ˚ “ f ˚d, we have, via Cartan’s magic formula

f ˚pLYωq “ f ˚ppdiY ` iYdqωq “ f ˚diYω` f ˚iYdω “ diX f ˚ω` iXd f ˚ω

“ pdiX ` iXdqp f ˚ωq “ LXp f ˚ωq.

�

Spring 2021, 10 Prove Cartan’s lemma: Let M be a smooth manifold of dimension n. Fix 1 ď
k ď n. Let ωi and ϕi be 1-forms on M. Suppose that the

 

ω1, . . . , ωk
(

are linearly independent
and that

řk
i“1 ϕi ^ωi “ 0. Prove that there exist smooth functions hij “ hji : M Ñ R such that

for all i “ 1, . . . , k, ϕi “
řk

j“1 hijω
j.

We first prove that tα1, . . . , αru is a linearly dependent set of 1-forms if and only if α1^ ¨ ¨ ¨^ αr “ 0.
The forward direction is clear, by linearity of wedge product and αi^ αi “ 0 as αi is a 1-form. Now
let α1, . . . , αr be a linearly independent set of 1-forms. Let p P M be given and consider a dual
basis X1, . . . , Xk to α1, . . . , αr. Then, α1 ^ ¨ ¨ ¨ ^ α1pX1, . . . , Xkq “ 1, implying α1 ^ ¨ ¨ ¨ ^ αr ‰ 0.

Fix some 1 ď j ď k. First note that by linearity of the wedge product, we obtain

pω1 ^ ¨ ¨ ¨ ^ pω j ^ ¨ ¨ ¨ ^ωkq ^

˜

k
ÿ

i“1

φi ^ωi

¸

“ pω1 ^ ¨ ¨ ¨ ^ ω̂ j ^ ¨ ¨ ¨ ^ωkq ^ 0 “ 0,

where pω j indicates omitting ω j. However, expanding this, we also obtain

pω1 ^ ¨ ¨ ¨ ^ pω j ^ ¨ ¨ ¨ ^ωkq ^

˜

k
ÿ

i“1

φi ^ωi

¸

“ ω1 ^ ¨ ¨ ¨ ^ pω j ^ ¨ ¨ ¨ ^ωk ^ φj ^ω j

“ ˘ω1 ^ ¨ ¨ ¨ ^ωk ^ φj.

Thus,
ω1 ^ ¨ ¨ ¨ ^ωk ^ φj “ 0.

This, however, implies that tω1, . . . , ωk, φju is a linearly dependent set, thus

φj “

k
ÿ

j“1

hijω
j.

Since each ωi is smooth and φj is smooth, each hij must be smooth as well. We now show hij “ hji.

Note that, fixing 1 ď i ă j ď k, we have

0 “

˜

k
ÿ

r“1

φr ^ωr

¸

^ω1 ^ ¨ ¨ ¨ ^ pωi ^ ¨ ¨ ¨ ^ pω j ^ ¨ ¨ ¨ ^ωk
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“ φi ^ωi ^ω1 ^ ¨ ¨ ¨ ^ pωi ^ ¨ ¨ ¨ ^ pω j ^ ¨ ¨ ¨ ^ωk ` φj ^ω j ^ω1 ^ ¨ ¨ ¨ ^ pωi ^ ¨ ¨ ¨ ^ pω j ^ ¨ ¨ ¨ ^ωk

“ hijω
j ^ωi ^ω1 ^ ¨ ¨ ¨ ^ pωi ^ ¨ ¨ ¨ ^ pω j ^ ¨ ¨ ¨ ^ωk ` hjiω

i ^ω j ^ω1 ^ ¨ ¨ ¨ ^ pωi ^ ¨ ¨ ¨ ^ pω j ^ ¨ ¨ ¨ ^ωk

However this implies
hijω

1 ^ ¨ ¨ ¨ ^ωk “ hjiω
1 ^ . . . ωk.

As tω1, . . . , ωku is a linearly independent set, we have ω1 ^ ¨ ¨ ¨ ^ ωk ‰ 0, thus we must have
hij “ hji, as desired. �

15.3 Fall 2021

Fall 2021, 1 Let VkpR
nq denote the space of k-tuples of orthonormal vectors in Rn. Show that

VkpR
nq is a manifold of dimension k

´

n´ k`1
2

¯

. Hint: Use a map F : MnˆkpRq Ñ Rkpk`1q{2 such
that VkpR

nq) becomes the preimage of a regular value of F. (Here MnˆkpRq denotes the set of
matrices with n rows and k columns.

Consider the map F : MnˆkpRq Ñ SympMkpRqq given by A ÞÑ AT A. We note that VkpR
nq “

F´1pIq. Letting C P SympMkpRqq and having B “ 1
2 AC, we note that

dFApBq “ lim
tÑ0

1
t
pFpA` tBq ´ FpAqq “ BT A` ATB “

1
2

´

CT AT
¯

A`
1
2

AT AC “
1
2

CT `
1
2

C “ C,

as CT “ C. Thus I is a regular value of F, implying F´1pIq is a manifold of dimension

dimpMnˆkq ´ dimpSympMkpRqqq “ kn´
kpk` 1q

2
“ k

ˆ

n´
k` 1

2

˙

.

�

Fall 2021, 2 Show that the product of two spheres Sp ˆ Sq is parallelizable provided p or q
is odd. (Here parallelizable means the tangent bundle is trivializable; equivalently, there exist
pp` qq vector fields on Sp ˆ Sq which are everywhere linearly independent.)

WLOG suppose p is odd. Define the map X : Sp Ñ TSp with

x ÞÑ p´x2, x1,´x4, x3, . . . ,´xp`1, xpq.

We note that X is a vector field as, as in fact

x ¨ Xpxq “ px1, x2, x3, x4, . . . , xp, xp`1q ¨ p´x2, x1,´x4, x3, . . . ,´xp`1, xpq

“ ´x1x2 ` x2x1 ´ x4x3 ` x3x4 ´ ¨ ¨ ¨ ´ xpxp`1 ` xp`1xp “ 0,

Define the bundle B where Bx “ span pXpxqq. Then, B is a one-dimensional bundle and thus
B – Sp ˆR. We also note that TSp “ B‘ BK. We also note that the normal bundle NSp is trivial
as Sp has codimension one when embedded into Rp`1. Additionally, we note, for x P Sp,

TR
p`1
x “ TSp

x ` NSp
x .
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The same is true for Sq. Additionally, letting π1 : Sp ˆ Sq Ñ Sp and π2 : Sp ˆ Sq Ñ Sq be the
canonical projections, we have

TpSp ˆ Sqq “ π˚1 pTSpq ‘ π˚2 pTSqq “ π˚1 pB‘ BKq ‘ π˚2 pTSqq

“ π˚1 pB
Kq ‘ Sp ˆR‘ π˚2 pTSqq

“ π˚1 pB
Kq ‘ π˚2 pTSq ‘ Sq ˆRq

“ π˚1 pB
Kq ‘ π˚2 pTSq ‘ NSqq

“ π˚1 pB
Kq ‘ π˚2 pS

q ˆRq`1q

“ π˚1 pB
K ‘ Sq ˆR2q ‘ Sp ˆ Sq ˆRq´1

“ π˚1 pTSp ‘ NSpq ‘ Sp ˆ Sq ˆRq´1

“ Sp ˆ Sq ˆRp`1 ‘ Sp ˆ Sq ˆRq´1 “ Sp ˆ Sq ˆRp`q.

Thus Sp ˆ Sq is parallelizable.

�

Fall 2021, 3 Let Mm Ă Rnzt0u be a compact smooth submanifold of dimension m. Show that M
is transverse to almost all k-dimensional linear subspaces in Rn. (Here “almost all” means that
the set of subspaces that are not transverse to M has measure zero.)

Let U Ă Rn ˆ ¨ ¨ ¨ ˆRn
looooooomooooooon

k times

denote the open set of linearly independent vectors in pRnqk. Consider the

map F : pRkzt0uq ˆU Ñ Rn via

pα1, . . . , αk, v1, . . . , vkq ÞÑ
ÿ

i

αivi.

Note that we may restrict F to Rnzt0u as
ř

i αivi “ 0 if and only if αi “ 0 for all i as this set of
vectors are linearly independent. We claim that F is a submersion.

Note that given pα1, . . . , αk, v1, . . . , vkq, there exists some i such that αi ‰ 0, thus for any h P Rn

dFpα1,...,αk ,v1,...,vkq
p0, . . . , 0, 0, . . . , h, . . . , 0q “ lim

tÑ0

1
t
pFpα1, . . . , αk, v1, . . . , vi ` h, . . . , vkq

´ Fpα1, . . . , αk, v1, . . . , vkqq “ αih.

As F is a submersion, F is transverse to M Ă Rnzt0u. Thus, by Thom’s transversality theorem, for
almost all v “ pv1, . . . , vkq P U the map Fv : Rkzt0u Ñ Rnzt0u is transverse to M. This implies that
the k-dimensional linear subspace spanned by the set v is transverse to M for almost all linearly
independent sets of k vectors. As this is true for almost all linearly independent sets of k vectors,
this is true for almost all k-dimensional linear subspaces, as there is a surjection P : U Ñ Grpk, nq,
where Grpk, nq denotes the space of k-dimensional linear subspaces of Rn. �

Fall 2021, 4 Let ω P Ωn
c pR

nq be a compactly supported n-form. Show that ω “ dη for some
compactly supported pn´ 1q-form η P Ωn´1

c pRnq if and only if
ş

Rn ω “ 0.
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pÑq Suppose ω “ dη. Then
ż

Rn
ω “

ż

BRn
η “ 0

as η has compact support and BRn “ H, so we may apply Stokes theorem on compactly supported
form.

pÐq Suppose
ş

Rn ω “ 0. There are two cases.

Case 1: n “ 1. Then ω “ f dx for some compactly supported f P C8pRq. Define F : R Ñ R as

Fpxq “
ż x

´8

f ptq dt.

By the fundamental theorem of calculus, dF “ F1 dx “ f dx “ ω. As f is compactly supported,
there exists some R ą 0 such that supp f Ď r´R, Rs. When x ă ´R, Fpxq “ 0 and when x ą R, as
ş

R
ω “ 0, we have

Fpxq “
ż x

´8

f ptq dt “
ż 8

´8

f ptq dt “ 0.

Thus, supp F Ď r´R, Rs.

Case 2: n ą 1. Let B, B1 P Rn be open balls centered at the origin such that supp ω Ă B Ă B Ă B1.
By Poincare’s Lemma , for every closed form ω, there exists a smooth pn´ 1q-form τ on Rn such
that dτ “ ω. In particular, we note dτ “ 0 on Rn ´ B.

Consider the restriction of τ to Rn ´ B. Note that τ is closed on this domain. Additionally note
that the inclusion ι : S Ñ Rn ´ B induces an isomorphism ι‹ : Hn´1

dR pRn ´ Bq Ñ Hn´1
dR pSq as

Rn´B deformation retracts onto S, some pn´1q-sphere contained in Rn´B centered at the origin.
However, it then follows, since τ is closed on Rn ´ B, that τ is exact on Rn ´ B if and only if ι‹τ is
exact on S, which in turn is true if and only if

ş

S ι‹τ “ 0. However, Stokes implies

0 “
ż

Rn
ω “

ż

B1
ω “

ż

B1
dτ “

ż

BB1
τ.

Thus, τ is exact on Rn ´ B.

Ergo, there is a smooth pn´ 2q-form γ on Rn ´ B such that τ “ dγ. Letting φ be a smooth bump
function that is supported on Rn ´ B and equal to 1 on Rn ´ B1, we have:

• η “ τ´ dpφγq is smooth on all of Rn,

• dη “ dτ´ d2pφγq “ dτ “ ω,

• η is compactly supported.

�

Fall 2021, 5 Let n ě 0 be an integer. Let M be a compact, orientable, smooth manifold of
dimension 4n` 2. Show that dim H2n`1pM; Rq is even.

See Spring 2015 #10. Idea: Use Poincaré Duality to define an alternating non-degenarate bilinear
form. �
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Fall 2021, 6 Let f : C Ñ C be a nowhere zero continuous function. Prove that there exists a
continuous function g : C Ñ C such that f pzq “ egpzq for all z P C.

As f is nowhere zero, we may restrict f to a map f : C Ñ Czt0u. Noting that the map exp : C Ñ

Czt0u is a covering map, and that f˚pπ1pC, ‹qq “ f˚p0q “ 0 “ exp
˚
p0q “ exp

˚
pπ1pC, ‹qq as C is

contractible, there exists a lift g : C Ñ C such that f “ exp ˝ g, as desired. �

Fall 2021, 7 In this problem, work in either the category of topological manifolds or smooth
manifolds (your choice). Let M be an n-manifold. Define its orientation double cover M̃, and
explain its structure as a topological/smooth manifold. Prove that the orientation double cover
of M̃ is always disconnected.

We work in the category of smooth manifolds.

Define the orientation cover M̃ as the set of orientations of all tangent spaces to M:

M̃ “ tpp,Opq | p P M and Op is the orientation of Tp Mu.

Define the projection π : M̃ Ñ M where pp,Opq ÞÑ p. Since each tangent space has exactly two
orientations, the fiber of this map has cardinality 2.

For each pair pU,Oq, where U is an open subset of M and O is an orientation on U, define a subset
ŨO Ă M̃ as follows:

ŨO “ tpp,Opq | p P U and Op is the orientation of Tp M determined by Ou.

We show that the collection of all subsets of the form ŨO is a basis for a topology on M̃. Given
some pp,Opq P M̃, let U be an orientable neighborhood of p in M, and let O be some orientation
on it. We may assume Op is the same as the orientation of Tp M determine by O by replacing O
with ´O if necessary. It follows that pp,Opq P ŨO, so the collection of these sets cover M̃.

If ŨO and Ũ1O1 are two such sets and pp,Opq are in their intersection then Op is determined by
both O and O1. If V is the component of U XU1 containing p, then the restricted orientations O|V
and O1|V agree at p. Since these two orientations agree at a point, they agree on all of V. Thus,
ŨO X Ũ1O1 contains the basis set ṼO|V . We thus have a topology.

To prove the orientation double cover of M̃ is always disconnected, we first prove M̃ is orientable.
Let p̃ “ pp,Opq be a point in M̃. By definition, Op is an orientation on Tp M, so we can give Tp̃ M̃
the unique orientation Õ p̃ so that dπ p̃ : Tp̃ M̃ Ñ Tp M is orientation-preserving. This defines a
pointwise orientation Õ on M̃. On each basis open subset ŨO the orientation Õ agrees with the
pullback orientation induced from pU,Oq by (the restriction of) π, so it is continuous.

As M̃ is orientable, we note that M̃ is evenly covered by π, as every connected open orientable
subset is evenly covered by π. This implies ˜̃M has two components, and thus is disconnected. �

Fall 2021, 8 Let M be a connected non-orientable manifold whose fundamental group G is
simple (that is, has no non-trivial normal subgroup). Prove that G must be isomorphic to Z{2

Consider the orientation double cover M̃
p
ÝÑ M. As M is non-orientable, M̃ is connected, and as M̃

is a double cover, we have that p˚pπ1pM̃, ‹qq is an index 2 subgroup of π1pM, ‹q “ G. As all index
2 subgroups are normal, this implies, as G is simple, p˚pπ1pM̃, ‹qq “ 0. However the only group
with a trivial index 2 subgroup is Z{2. �
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Fall 2021, 9 Let X be the quotient of the space t0, 1, 2u ˆ S1 ˆD2 by the relation

p0, z1, z2q „ p1, z1, z2q „ p2, z1, z2q @z1, z2 P S1.

(Here S1 is the unit circle and D2 is the unit disk, both inside R2.) Compute the homology groups
of X with integer coefficients.

We construct a Mayer-Vietoris LES. Let A “ t0, 1, 2uˆ S1ˆtx P D2 | |x| ą 1
3u{ „ and B “ t0, 1, 2uˆ

S1 ˆ tx P D2 | |x| ă 2
3u{ „. Then, A deformation retracts onto pt0, 1, 2u ˆ S1 ˆ S1{ „q “ S1 ˆ S1, B

deformation retracts onto t0, 1, 2u ˆ S1, and AX B deformation retracts onto t0, 1, 2u ˆ S1 ˆ S1.

We note that H˚pS1q “ Zp0q ‘Zp1q and, via Künneth, H˚pS1 ˆ S1q “ Zp0q ‘Z2
p1q ‘Zp2q. Thus,

H˚pAq “ Zp0q ‘Z2
p1q ‘Zp2q,

H˚pBq “ Z3
p0q ‘Z3

p1q,

H˚pAX Bq “ Z3
p0q ‘Z6

p1q ‘Z3
p2q.

So, we obtain the LES, in reduced homology

0 Ñ H3pXq Ñ Z3 f2
ÝÑ Z Ñ H2pXq Ñ Z6 f1

ÝÑ Z2 ‘Z3 Ñ H1pXq Ñ Z3 f0
ÝÑ Z‘Z3 Ñ H0pXq Ñ 0.

We see f2 : H2pAX Bq Ñ H2pAq‘H2pBq is the map in which F1, F2, F3, the generators of H2pAX Bq
each map to map to F, the generator of H2pAq, as the boundary relation identifies each copy of
S1 ˆ S1. That is, f2pα1, α2, α3q “ α1 ` α2 ` α3. Thus, H3pXq “ ker f2 “ Z2. We also note f2 is
surjective, implying we have an epi-mono splitting giving us the LES

0 Ñ H2pXq Ñ Z6 f1
ÝÑ Z2 ‘Z3 Ñ H1pXq Ñ Z3 f0

ÝÑ Z‘Z3 Ñ H0pXq Ñ 0.

We then see f0 : H0pA X Bq Ñ H0pAq ‘ H0pBq is the map in which A1, A2, A3, the generators
of H0pA X Bq each map to A, the generator of H0pAq for the same reasoning as above, and to
B1, B2, B3 respectively, the generators of H0pBq. That is, f0pα1, α2, α3q “ pα1 ` α2 ` α3, α1, α2, α3q.
Thus, H0pXq “ coker f0 “ Z. We additionally f0 is injective so we have another epi-mono split-
ting, giving us the LES

0 Ñ H2pXq Ñ Z6 f1
ÝÑ Z2 ‘Z3 Ñ H1pXq Ñ 0.

Finally, analyzing our map, by similar logic as above, we have

f1pa1, a2, a3, b1, b2, b3q “ pa1 ` a2 ` a3, b1 ` b2 ` b3, a1, a2, a3q.

Thus, H2pXq “ ker f2 “ Z2 and H1pXq “ coker f2 “ Z. Putting this all together, we obtain

HkpXq “

$

’

&

’

%

Z k “ 0, 1,
Z2 k “ 2, 3,
0 otherwise.

�
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Fall 2021, 10 Consider the following subsets of R3

Z “ tp0, 0, zq | z P Ru

C1 “ tpcos θ, sin θ, 0q | θ P Ru

C2 “ tp2` cos θ, sin θ, 0q | θ P Ru

Prove there is no self-homeomorphism on R3 taking ZY C1 to ZY C2.

Let X1 “ ZY C1 and X2 “ ZY C2. X1 is a line going “through" the unit circle and X2 circle with a
line “tangent" to it5. We show that no self-homeomorphism exists.

Say there exists a self-homeomorphism f . Then, f maps R3zX1 to R3zX2. This induces an isomor-
phism of fundamental groups.

However, R3zX1 deformation retracts onto a torus, so π1pR
3zX1q “ Z2, and R3zX2 deformation

retracts onto S2 _ S1, and thus π1pR
3zX2q “ π1pS2 _ S1q “ π1pS2q ˚ π1pS1q “ Z. These groups are

clearly not isomorphic (they are free Z-modules of differing rank) thus we have a contradiction. �

15.4 Spring 2022

Spring 2022, 1 Let M be a closed (compact, without boundary) 2n-dimensional manifold, and
let ω be a closed 2-form on M which is non-degenerate, i.e., for any p P M, the map Tp M Ñ T˚p M,
X Ñ iXωppq is an isomorphism. Show that the de Rham cohomology groups H2k

dR ‰ 0 for
0 ď k ď n.

It suffices to show H2n
dR ‰ 0, as rωns “ rωks ^ rωn´ks for any 0 ď k ď n. We will show H2n

dR ‰ 0, by
showing ω is a closed form that is not exact. Consider the map Tp Mˆ Tp M Ñ R where

XˆY ÞÑ ωppqpX, Yq.

This is a bilinear form as ωppq is a multilinear map. However as it is alternating, we have

ωppqpX, Yq “ ´ωppqpY, Xq.

Finally, we see ω is non-degenerate because Y Ñ ωppqpX, Yq is exactly the map iXωppq, which
is an isomorphism by hypothesis. That is, for any X P Tp M, DY P Tp M such that ωppqpX, Yq is
nonzero, which proves ωppq is non-degenerate.

So we have a non-degenerate bilinear skew-symmetric form. Thus, there exists a basis

X1, . . . , Xn, Y1, . . . , Yn P Tp M

such that
ωppqpXi, Yjq “ δij,

and
ωppqpXi, Xjq “ ωppqpYi, Yjq “ 0.

Thus,

ωppq “
n
ÿ

i“1

X˚i ^Y˚i ,

5Any TikZ enjoyers here?
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implying
ωnppq “ n! X˚1 ^ ¨ ¨ ¨ ^ X˚n ^Y˚1 ^ ¨ ¨ ¨ ^Y˚n .

Thus,
ωnppqpX1, . . . , Xn, Y1, . . . , Ynq “ n!

implying ωn is nowhere vanishing as X1, . . . , Xn, Y1, . . . , Yn is a basis for Tp M, implying M is ori-
entable. As ωn is nowhere vanishing,

ş

M ωn ‰ 0, and as M is closed, this implies ωn is not exact,
as desired. �

Spring 2022, 2 Let M be a closed n-dimensional manifold. Let ω be a closed k-form on
M, 1 ď k ď n. Prove that for any p P M there is another closed k-form τ which vanishes on
a neighborhood of p and such that rωs “ rτs P Hk

dRpMq.

Let ω P ΩkpMq be given such that ω is closed. Let p P M be given. Find B Ă M such that B is
diffeomorphic to an open ball in Rn, and some U Ă U Ă B. Let φ be a bump function supported
on B so that φ ” 1 on U.

Consider i : B ãÑ M. We note that i˚pωq is still closed as di˚pωq “ i˚pdωq “ i˚p0q “ 0. Thus, as
HkpBq – HkpRnq “ 0, we have that i˚pωq is exact. Therefore, let η P ΩkpBq be such that dη “ i˚pωq.
Then consider

τ “ ω´ dpφηq.

Since φ ” 1 on U, τ “ ω´ dpφηq “ ω´ dη “ 0, and, by construction, rωs “ rτs. �

Spring 2022, 3 Let M be a closed n-dimensional manifold and let Ω be a volume form (i.e., a
nonvanishing n-form) on M. Given a vector field X on M, its divergence divpXq is the smooth
function on M defined by the identity:

LXpΩq “ divpXqΩ

where LX denotes the Lie derivative with respect to X.
(a) (5 pts) Prove that

ş

M divpXqΩ “ 0.
(b) (5 pts) Express divpXq in local coordinates.

(a) Using Cartan’s Magic formula, and noting that dΩ “ 0 as Ω is a top form and BM “ H as
M is closed, we obtain

ż

M
divpXqΩ “

ż

M
LXpΩq

“

ż

M
diXpΩq `

ż

M
iXdΩ

“

ż

BM
iXpΩq “ 0.

(b) For p P M, consider the chart pU, xq, where p P U. Thus, locally we have Ω “ f dx1 ^ ¨ ¨ ¨ ^

dxn for some f ‰ 0, and X “
řn

i“1 Xi B
Bxi . Thus, via Cartan’s magic formula and as Ω is a top

form, we locally have

divpXqΩ “ LXpΩq “ diXpΩq “ diXp f dx1 ^ ¨ ¨ ¨ ^ dxnq.
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We first notice that, as f is a 0-form,

iXp f dx1 ^ ¨ ¨ ¨ ^ dxnq “ f iXpdx1 ^ ¨ ¨ ¨ ^ dxnq ` iX f ^ pdx1 ^ ¨ ¨ ¨ ^ dxnq “ f iXpdx1 ^ ¨ ¨ ¨ ^ dxnq.

However,

iXpdx1 ^ ¨ ¨ ¨ ^ dxnq “

n
ÿ

i“1

p´1qidxipXq ^ dx1 ^ ¨ ¨ ¨ ^ xdxi ^ ¨ ¨ ¨ ^ dxn

“

n
ÿ

i“1

p´1qiXidx1 ^ ¨ ¨ ¨ ^ xdxi ^ ¨ ¨ ¨ ^ dxn.

We then have

diXp f dx1^¨ ¨ ¨^ dxnq “ dp f iXpdx1^¨ ¨ ¨^ dxnqq “ d f ^ iXpdx1^¨ ¨ ¨^ dxnq` f diXpdx1^¨ ¨ ¨^ dxnq.

Calculating, we find

d f ^ iXpdx1 ^ ¨ ¨ ¨ ^ dxnq “

n
ÿ

i“1

p´1qi
B f
Bxi Xidxi ^ dx1 ^ ¨ ¨ ¨ ^ xdxi ^ ¨ ¨ ¨ ^ dxn

“

n
ÿ

i“1

B f
Bxi Xidx1 ^ ¨ ¨ ¨ ^ dxn,

and

f diXpdx1 ^ ¨ ¨ ¨ ^ dxnq “ f d

˜

n
ÿ

i“1

p´1qiXidx1 ^ ¨ ¨ ¨ ^ xdxi ^ ¨ ¨ ¨ ^ dxn

¸

“ f
n
ÿ

i“1

p´1qi
BXi

Bxi dxidx1 ^ ¨ ¨ ¨ ^ xdxi ^ ¨ ¨ ¨ ^ dxn

“

n
ÿ

i“1

f
BXi

Bxi dx1 ^ ¨ ¨ ¨ ^ dxn.

Thus,

divpXqΩ “ diXp f dx1 ^ ¨ ¨ ¨ ^ dxnq “

n
ÿ

i“1

B f
Bxi Xidx1 ^ ¨ ¨ ¨ ^ dxn `

n
ÿ

i“1

f
BXi

Bxi dx1 ^ ¨ ¨ ¨ ^ dxn

“

n
ÿ

i“1

„

B f
Bxi Xi ` f

BXi

Bxi



dx1 ^ ¨ ¨ ¨ ^ dxn

“

n
ÿ

i“1

„

1
f
B f
Bxi Xi `

BXi

Bxi



f dx1 ^ ¨ ¨ ¨ ^ dxn,

implying

divpXq “
n
ÿ

i“1

1
f
B f
Bxi Xi `

BXi

Bxi .

�
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Spring 2022, 4 Let ω be a smooth 1-form on a manifold M and let X and Y be smooth vector
fields on M. Use the Cartan formula for Lie derivatives to derive the following formula:

dωpX, Yq “ XωpYq ´YωpXq ´ωprX, Ysq.

Cartan’s magic formula states, for X a vector field,

LX “ diX ` iXd.

Thus, we have

pLXωqpYq “ diXωpYq ` iXdωpYq “ dpωpXqqpYq ` dωpX, Yq “ YpωpXqq ` dωpX, Yq,

as ωpXq : M Ñ R is a linear functional. However, we also note that, via the product rule in which
LX satisfies,

pLXωqpYq “ LXpωpYqq ´ωpLXpYqq “ XpωpYqq ´ωprX, Ysq,

as, again, ωpYq : M Ñ R is a linear functional. Combining these equations implies our result. �

Spring 2022, 5 Let N Ă Rn ´ t0u be a compact submanifold of dimension m. Show that N is
transverse to almost all k-dimensional linear subspaces in Rn. Here "almost all" means the set of
subspaces that are not transverse to N has measure zero.

Let U Ă Rn ˆ ¨ ¨ ¨ ˆRn
looooooomooooooon

k times

denote the open set of linearly independent vectors in pRnqk. Consider the

map F : pRkzt0uq ˆU Ñ Rn via

pα1, . . . , αk, v1, . . . , vkq ÞÑ
ÿ

i

αivi.

Note that we may restrict F to Rnzt0u as
ř

i αivi “ 0 if and only if αi “ 0 for all i as this set of
vectors are linearly independent. We claim that F is a submersion.

Note that given pα1, . . . , αk, v1, . . . , vkq, there exists some i such that αi ‰ 0, thus for any h P Rn

dFpα1,...,αk ,v1,...,vkq
p0, . . . , 0, 0, . . . , h, . . . , 0q “ lim

tÑ0

1
t
pFpα1, . . . , αk, v1, . . . , h` t, . . . , vkq

´ Fpα1, . . . , αk, v1, . . . , vkqq “ αih.

As F is a submersion, F is transverse to M Ă Rnzt0u. Thus, by Thom’s transversality theorem, for
almost all v “ pv1, . . . , vkq P U the map Fv : Rkzt0u Ñ Rnzt0u is transverse to M. This implies that
the k-dimensional linear subspace spanned by the set v is transverse to M for almost all linearly
independent sets of k vectors. As this is true for almost all linearly independent sets of k vectors,
this is true for almost all k-dimensional linear subspaces, as there is a surjection P : U Ñ Grpk, nq,
where Grpk, nq denotes the space of k-dimensional linear subspaces of Rn. �

Spring 2022, 6 Describe all the connected covering spaces of RP2 _RP2. Here _ is the wedge
sum.
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See here for another write-up.

First note that any connected (locally path-connected, semi-locally simply connected) space X
admits a simply connected double cover X̃, then its only connected covering spaces are X and X̃
we can see this because X̃ is the universal cover of X, and since it is a double cover, (proposition
1.39 of Hatcher) π1pXq must have order 2 (so must be Z{2Z) so its only subgroups are the trivial
group (corresponding to the universal cover) and the whole group (corresponding to the trivial
cover X Ñ X).

Therefore, the covering spaces for RP2 are RP2 and S2. In particular, in the covering of X “

RP2 _RP2, when we have a S2, since it’s a double cover, there are two connecting points that
can be wedge summed with coverings of the other, while RP2 has only one of these connecting
points. Thus, the covering spaces that we have are as follows: we can have a chain that begins
and ends with RPw (since we need to ensure that we our covering degree is the same), with S2’s
in the middle, we can have an even number “bracelet” of S2, we can have an infinite chain that
starts with RP2 that infinitely chains S2’s, and we can also have an infinite chain of S2’s. �

Spring 2022, 7 Let X be a CW complex consisting of one vertex p, 2 edges a and b, and two
2-cells f1 and f2, where the boundaries of a and b map to p, the boundary of f1 is mapped to the
loop ab3 (that is first a and then b ), and the boundary of f2 is mapped to ba3.

(a) Compute the fundamental group π1pXq of X. Is it a finite group?
(b) (5 pts) Compute the homology groups of X with integer coefficients.

(a) The presentation of the fundamental group is given by

π1pXq “ xa, b | ab3, ba3y

The relationship ab3 “ 1 implies that a “ b´3 so that ba3 “ 1 implies bpb´3q3 “ 1 implying
b8 “ 1. Similarly by symmetry, a8 “ 1. Noting that a “ b´3 “ b5, we may reduce any word

ak1 bk11 . . . akn bk1n “ b5k1 bk11 . . . b5kn bk1n “ b5k1`k11`¨¨¨`5kn`k1n “ br

where r ” 5k1 ` k11 ` ¨ ¨ ¨ ` 5kn ` k1n mod 8. Thus

π1pXq “ Z{8Z,

which is clearly a finite group.

(b) We know that HnpXq “ 0 for n ě 3 since there are no 3 simplices and up. Consider the
sequence of complexes

¨ ¨ ¨ Ñ C3
B3
ÝÑ C2

B2
ÝÑ C1

B1
ÝÑ C0

B0
ÝÑ 0

we note that B1paq “ B1pbq “ p´ p “ 0 and B2p f1q “ a` 3b and B2p f2q “ 3a` b. We then
analyze kerpB2q. Let B2pα f1 ` β f2q “ 0. Then,

0 “ αpa` 3bq ` βp3a` bq “ apα` 3βq ` bp3α` βq.

However, solving this system of equations gives us α “ β “ 0, thus B2 is injective. Therefore,

H0pXq “
kerpB0q

im pB1q
“

Z

0
“ Z,
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H1pXq “ pπ1pXqqab “ Z{8Z,

H2pXq “
kerpB2q

im pB3q
“

0
0
“ 0.

For all k ă 0 and k ą 2, we have Bk ” 0 implying HkpXq “ 0.

�

Spring 2022, 8 Let X be a topological space and let Y “ pX ˆ r0, 1sq{ „, where px, 0q „ px1, 0q
and px, 1q „ px1, 1q for all x, x1 P X. Compute the homology groups of Y in terms of those of X.

Y “ SpXq, the suspension of X. Follow the argument as in 10.1 to get H̃npYq “ H̃n´1pXq for all n. �

Spring 2022, 9 Let M be a compact odd-dimensional manifold with nonempty boundary BM.
Show that the Euler characteristics of M and BM are related by χpMq “ 1

2pBMq.

See the proof of Theorem 4.2. �

Spring 2022, 10 Let A P GLpn` 1, Cq. It induces a smooth map

φA : CPn
Ñ CPn, rpz0, . . . , znqs ÞÑ rA pz0, . . . , znqs ,

where rpz0, . . . , znqs is the usual equivalence class of pz0, . . . , znq in
`

Cn`1 ´ t0u
˘

{ pz0, . . . , znq „

pλz0, . . . , λznq, where λ P Cˆ. (You do not have to check the smoothness of φA.)
(a) (3 pts) Show that the fixed points of φA correspond to eigenvectors of A (up to multiplication
by Cˆ).
(b) (3 pts) Show that φA is a Lefschetz map if the eigenvalues of A all have multiplicity 1.
(c) (4 pts) Compute the Euler characteristic of CPn by calculating the Lefschetz number of some
φA.

(a) Suppose that φApxq “ x. Then rAxs “ rxs or in other words, Ax “ λx, for some λ P C.
However, this is precisely what it means for x to be an eigenvector of A.

Conversely, if Ax “ λx then rφApxqs “ rAxs “ rλxs “ rxs so that x is a fixed point of φA

(b) A Lefschetz map is one such that the graphp f q :“ tx, f pxq : x P Xu is transversal to ∆ “

tpx, xq : x P Xu. This simply requires that pdφAqx to have no fixed points for x an eigenvector.
Let λ0, . . . , λn be our eigenvalues and v0, . . . , vn our eigenbasis. Note λi ‰ 0 for all i as A is
invertible. Then, in local coordinates, where zi ‰ 0, we have

pdφAqx

ˆ

z0

zi
, . . . , ẑi, . . . ,

zn

zi

˙

“

ˆ

λ0

λi

z0

zi
, . . . , ẑi, . . . ,

λn

λi

zn

zi

˙

.

Noting that all of our eigenvalues are distinct, we have that pdφAqx has no fixed points and
thus is a Lefschetz map.

From part (a) we know that graphp f q and ∆ intersect at the eigenvectors of A. At the point
x P graphp f q X ∆ the transversality condition states

graphpd fxq ` ∆x “ TxpCPnq ˆ TxpCPnq
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(c) We have χpCPnq “ Lpidq “ LpφIq where I is the identity matrix. Note additionally that
Lefschetz numbers are invariant under homotopy. As GLpn ` 1, Cq is connected, we note
that φI is homotopic to φA for any matrix A. Choosing A “ diagp1, 2, . . . , n` 1q, we may in
fact compute LpφAq as, from part (b), we know φA is a Lefschetz map. However,

LpφAq “
ÿ

x eigenvectors

signpdetppdφA ´ idqxq.

However using our analysis from part (b), we have

dpφA ´ idqx “ diag
ˆ

1
i
´ 1,

2
i
´ 1, . . . , î, . . . ,

n` 1
i

´ 1
˙

.

As this is a complex matrix, its determinant will be positive, thus

LpφAq “
ÿ

x eigenvectors

1 “ n` 1.

�

15.5 Fall 2022

Fall 2022, 1 The Grassmannian Grpk, nq is the set of all k-dimensional subspaces of Rn. Explicitly
construct the structure of a smooth manifold on Grpk, nq using atlases. What is its dimension?

There is a solution in Lee (Example 1.36) and Peterson’s notes (Section 1.2) (and Wikipedia). �

Fall 2022, 2 The orthogonal group Opnq is the set of n ˆ n matrices M satisfying MT M “ Id.
Construct the structure of a smooth manifold on Opnq by viewing it as the preimage of a regular
value of a smooth map Rn2

Ñ Rnpn`1q{2. Prove that its tangent bundle is trivializable.

Let F : MnpRq Ñ SympMnpRqqwhere M ÞÑ MT M. We note this map is well defined as pMT MqT “
MTpMTqT “ MT M, so FpMq is always symmetric. Additionally note that Opnq “ F´1pIq. We show
I is a regular value.

Let A P F´1pIq and C P SympMnpRqq be given. Note that A is invertible with AT “ A´1. Let
B “ 1

2 AC. Then,

dFApBq “ lim
tÑ0

1
t
pFpA` tBq ´ FpAqq “ ATB` BT A

“ AT 1
2

AC`
1
2
pACqT A “

1
2

AT AC`
1
2

AT ACT “ C,

as C “ CT since C is symmetric.

To show its tangent bundle is trivializable, we may instead simply prove all Lie groups are paral-
lelizable. See Theorem 13.1. �

Fall 2022, 3 Let M be a closed oriented smooth n-manifold. Prove that for every k P Z, there
exists a smooth map f : M Ñ Sn of degree k.
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Throughout this problem, we use the algebraic topology definition of degree, in which f˚ : HnpMq Ñ
HnpSnq is multiplication by d “ degp f q. We first find maps Sn Ñ Sn with degree k for any k via
suspensions. See Subsection 12.1.1 for a more detailed explanation6.

We first find a degree k map S1 Ñ S1. However, using the above definition, we note that maps
fk : S1 Ñ S1 where z ÞÑ zk has degree k.

We then prove degpS f q “ degp f q, for any map f : X Ñ Y. Through the standard Mayer-Vietoris
argument for suspensions (see 10.1), and naturality of the exact sequence, we obtain the commu-
tative diagram

H̃n`1pSpXqq H̃npXq

H̃n`1pSpYqq H̃npYq

–

–

f˚S f˚

Thus, suspensions preserve degrees. As Sn´1pS1q “ Sn, taking suspensions of z ÞÑ zk gives us
maps fk : Sn Ñ Sn of degree k.

We now find a degree 1 map M Ñ Sn. This idea is taken from this MSE post. Let B Ă M be an
open set homeomorphic to an open ball in Rn. Let q : M Ñ M{pM´ Bq be the quotient map. Note
that M{pM´ Bq – Sn. By naturality of the exact sequence, we have the commutative diagram:

H̃npM H̃npM, M´ Bq

H̃npM{pM´ Bqq H̃npM{pM´ Bq, pM´ Bq{pM´ Bqq

–

–

–q˚

The top map is an isomorphism as M is orientable. The bottom map is an isomorphism as
pM ´ Bq{pM ´ Bq is a single point and thus has trivial reduced homology. The right map is an
isomorphism by excision (see Hatcher Proposition 2.22). Thus q˚ is an isomorphism and thus q
has degree 1 as desired.

Let f “ fk ˝ q. Then degp f q “ degp fkqdegpqq “ k. To obtain a smooth map, as degree is invariant
under homotopy, we use the Whitney Approximation theorem to homotope f to a smooth map
with the same degree. �

Fall 2022, 4 Let M be a smooth manifold and let ω P Ω1pMq be a nowhere vanishing smooth
1-form. Prove that the following are equivalent.

(a) kerpωq is integrable.
(b) ω^ dω “ 0.
(c) There exists some α P Ω1pMq such that dω “ α^ω.

We show (a) ùñ (c) ùñ (b) ùñ (a).

(a) ùñ (c). Let kerpωq be integrable. Then, for every p P M, there exists some chart pU, xq
such that, without loss of generality, kerpωq “ span

`

B

Bx1 , . . . , B

Bxm´1

˘

, where m “ dim M. Thus,
ω|U “ fUdxm where fU is a nowhere vanishing function. Thus, dω|U “ d fU ^ dxm. Letting

6This subsection also includes a way of doing this more directly.
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α|U “
d fU
fU

(which is possible as fU is nowhere vanishing), we note that

dω|U “ d fU ^ dxm “
d fU

fU
^ fUdxm “ pα^ωq|U .

Considering tφUu a partition of unity subordinate to tUu, we define

α “
ÿ

U

φUαU ,

and thus, at every point p,

α^ω “

˜

ÿ

U

φUαU

¸

^ω “
ÿ

U

φU pαU ^ωq “
ÿ

U

φUdω “ dω.

(c) ùñ (b). Letting dω “ α^ω, we have

ω^ dω “ ω^ pα^ωq “ ´pω^ωq ^ α “ 0

as ω^ω “ 0 since ω^ω “ ´ω^ω as ω P Ω1pMq.

(b) ùñ (a). Suppose ω ^ dω “ 0. We show that kerpωq is involutive, which is equivalent to
integrable by Frobenius’s theorem. Let X, Y P kerpωq be given. We wish to show that rX, Ys P
kerpωq. Note however that we have

dωpX, Yq “ XpωpYqq ´YpωpXqq ´ωprX, Ysq “ ´ωprX, Ysq.

If we can show dωpX, Yq “ 0, then ωprX, Ysq “ 0 and thus rX, Ys P kerpωq.

Letting Z P XpMq such that Z R kerpωq, there exists some p P M such that ωppZq ‰ 0. Thus,

0 “ ω^ dωppX, Y, Zq “ ωppXqdωppY, Zq `ωppYqdωppX, Zq `ωppZqdωppX, Yq
“ ωppZqdωppX, Yq.

Thus, dωppX, Yq “ 0. However as we can find such a Z for every p P M, we note that dωpX, Yq “ 0.
�

Fall 2022, 5 Let M be a 2n-dimensional manifold. A symplectic form on M is a smooth closed
2-form in Ω2pMq so that ω ^ . . .^ω P Ω2npMq is a volume form. (That is, nowhere vanishing)
Determine all pairs of positive integers pk, `q so that Sk ˆ S` has a symplectic form.

We show the only pairs are k “ ` “ 1 and k “ ` “ 2.

Note that if Sk ˆ S` is a symplectic form, as Sk ˆ S` is closed, we require ωn to not be exact. As
rωns “ rωks ^ rωn´ks, this implies we require all even De Rham cohomologies to be nontrivial. We
also need k` ` to be even.

Suppose k ą 2 and ` ą 2. Then, by Künneth’s formula,

H2pSk ˆ S`q “

´

H2pSkq b H0pS`q

¯

‘

´

H1pSkq b H1pS`q

¯

‘

´

H2pSkq b H0pS`q

¯

“ p0bZq ‘ p0b 0q ‘ p0bZq
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“ 0

So, we do not have any symplectic manifolds in this case.

Suppose k “ 2 and ` ą 4. Then, by Künneth’s formula,

H4pS2 ˆ S`q “ H2pS2q b H2pS`q ‘ H1pS2q b H3pS`q ‘ H0pS2q b H4pS`q

“ Zb 0‘ 0b 0‘Zb 0 “ 0

So, we do not have any symplectic manifolds in this case.

The possible candidates are S2 ˆ S2, S1 ˆ S1, and S2 ˆ S4.

S1 ˆ S1 is symplectic as it is an orientable two dimensional manifold, as the product of orientable
manifolds is orientable, so any volume form is our symplectic form.

We show S2ˆ S2 is symplectic. Let η be a volume form on S2, which exists as S2 is orientable, and
let πi : S2 ˆ S2 Ñ S2 be projection onto the ith coordinate. We have, via Künneth, π˚1 η ^ π˚2 η is a
volume form on S2 ˆ S2. Take ω “ π˚1 η ` π˚2 η. Note that π˚i η ^ π˚i η “ π˚i pη ^ ηq “ 0 as η ^ η is a
4-form on S2. Thus,

ω^ω “ 2π˚1 η ^ π˚2 η,

which is a volume form, as desired.

S2 ˆ S4 is not symplectic. Suppose it were. Note that, via Künneth,

H2pS2 ˆ S4q “ H2pS2q b H0pS4q – Z.

Thus, it is spanned by π˚1 η where η is a volume form on S2. Suppose ω were a symplectic form on
S2 ˆ S4. Then, rωs “ crπ˚1 ηs. Thus, rω3s “ c3rπ˚1 η3s “ 0. However this contradicts the fact the ω3

is a volume form, as it cannot be exact. �
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Fall 2022, 6 Let C˚ be a chain complex of free abelian groups. Let A˚ “ C˚ bZ{p and let
B˚ “ C˚ bZ{p2 be the chain complexes we get by tensoring C˚ degreewise with Z{p and Z{p2,
respectively.

(a) Show that we have a short exact sequence of chain complexes

0 Ñ A˚ Ñ B˚ Ñ A˚ Ñ 0

induced by the corresponding sequences of abelian groups

0 Ñ Z{p Ñ Z{p2 Ñ Z{p Ñ 0.

(b) Show how to define a Bockstein natural transformation

β : Hk pA˚q Ñ Hk´1 pA˚q

such that we have an associated long exact sequence

¨ ¨ ¨ Ñ Hk pA˚q Ñ Hk pB˚q Ñ Hk pA˚q
β
Ñ Hk´1 pA˚q Ñ . . .

(c) Show that if x and y are elements such that dpxq “ py, then

βpx̄q “ ȳ,

where the bars indicate the reduction modulo p of the corresponding classes.
(d) Show conversely that given an element x̄ P Hk pA˚q, if βpx̄q “ 0, then we can find elements

x, y P C˚ such that x reduces to x̄ modulo p and dpxq ” p2y modulo p3.

(a) As C˚ is a chain of free abelian groups, C˚ b´, degree-wise, is an exact functor. Thus, as

0 Ñ Z{p Ñ Z{p2 Ñ Z{p Ñ 0

is a short exact sequence, so is

0 Ñ A˚ Ñ B˚ Ñ A˚ Ñ 0.

(b) This is the snake lemma. Consider the following chain complexes

0 0

pA˚qk pA˚qk´1 ¨ ¨ ¨

pB˚qk pB˚qk´1 ¨ ¨ ¨

pA˚qk pA˚qk´1 ¨ ¨ ¨

0 0

B

f f 1

B

g g1

B

We desire to construct a map β : HkpA˚q Ñ Hk´1pA˚q. Let c P pA˚qk be such that Bc “ 0. By
exactness of columns, we know there exists b P pB˚qk such that gpbq “ c. By commutativity

92



of the bottom square, we know that g1pBbq “ Bgpbq “ Bc “ 0, the Bb P ker g1. By exactness of
columns again, we know there exists a P pA˚qk´1 such that f 1paq “ Bb. Note that such an a is
unique as f 1 is injective. We define βpcq “ a, and we show this is well defined.

Let b, b1 be such that gpbq “ c “ gpb1q. Note that gpb´ b1q “ gpbq ´ gpb1q “ c´ c “ 0, thus b´
b1 P ker g. So exactness gives us some w P pA˚qk such that f pwq “ b´ b1. Arguing as above,
there exists some a, a1 P pA˚qk´1 such that f 1paq “ Bb and f 1pa1q “ Bb1. By commutativity of
the square, we have f 1pBwq “ Bp f pwqq “ Bpb´ b1q “ Bb´ Bb1 “ f 1paq ´ f 1pa1q “ f 1pa´ a1q. As
f 1 is injective, we have Bw “ a´ a1. Then, a´ a1 P im pBq, and thus our map β is well-defined.

(c) We follow the construction as in part (b). Let x P pC˚qk and y P pC˚qk´1 with dpxq “ y.
Consider x P pA˚qk. We note that Bx “ py “ 0. Then note that px P pB˚qk has the property that
f ppxq “ x, where px denotes reduction modulo p2 and x denotes reduction modulo p. Then,
we have Bppxq “ xpy. We finally note that y has the property that f 1pyq “ xpy. Thus βpxq “ y,
as desired.

(d) This is equivalent to showing dpxq ” 0 modulo p2. Suppose βpxq “ 0. Let px P pB˚qk be such
that f ppxq “ x, and let py be such that Bpx “ py. As f 1p0q “ py, we must have that py “ 0 as f 1 is
injective. That is, Bpx “ 0. However this is exactly what we want to show.

�

Fall 2022, 7 Let H be a union of n lines through the origin in R3. Compute π1
`

R3 ´ H
˘

.

We first notice that R3 ´ H deformation retracts onto S2 ´ P where P is a collection of 2n points.
However, this is homotopy equivalent to R2 ´ P1 where P1 is a collection of 2n ´ 1 points. We
prove that π1pR

2 ´ Pkq “ ˚kZ, the free product of k copies of Z, where Pk is a collection of k
distinct points in R2 via induction and Van Kampen7.

This is clearly the case when k “ 0 as R2 is simply connected so π1pR
2q “ 0. Similarly, when k “ 1,

we note that R2 ´ P1 deformation retracts to S1, so π1pR
2 ´ P1q “ Z.

Let Pk “ ty1, . . . , yku, where y1
1 ď y1

2 ď ¨ ¨ ¨ ď y1
k , where y1

i is the first coordinate of yi. WLOG, as
these points are all distinct, there exists some i such that y1

i ă y1
i`1, as if they are all equal, it must

be true for the second coordinate. Let ε “ y1
i`1 ´ y1

i . Then, considering the two open subsets of
R2, H1 “ tpx, yq P R2 | x ă y1

i `
2ε
3 u and H2 “ tpx, yq P R2 | x ą y1

i `
ε
3u, we have that y1

i P H1 and
y1

i`1 P H2 but PX pH1 X H2q “ H. Thus, by Van Kampen, as H1 X H2 is simply connected,

π1pR
2 ´ Pkq “ π1pR

2 ´ Paq ˚ π1pR
2 ´ Pbq “ ˚aZ ˚˚bZ “ ˚kZ,

as a` b “ k and we obtained π1pR
2´ Paq “ ˚aZ and π1pR

2´ Pbq “ ˚bZ by induction as a, b ă k.
�

Fall 2022, 8 Let X be a path connected, locally path connected, semilocally path connected space.
Recall that a path connected covering space X̃ Ñ X is abelian if π1pX̃ is normal in π1pXq and the
quotient is abelian. Show that there is an universal abelian cover: this is an abelian cover X̃ Ñ X
such that for any other abelian cover Ỹ Ñ X, there is a covering map X̃ Ñ Ỹ factoring the map
X̃ Ñ X.

7You can also try simply stating that R2 ´ P1 deformation retracts to a wedge sum of 2n ´ 1 S1’s, but I figure it is
nice to add a formal argument which may be useful in other scenarios as well.
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As X is a path connected, locally path connected, semilocally path connected space, it admits a
universal cover U Ñ X. Let π1pXq “ G. Then, by the Galois correspondence of covering spaces,
there exists a covering space X̃

p
ÝÑ X such that p˚pπ1pX̃, ‹qq “ rG, Gs, the commutator subgroup of

G. By definition, we have that rG, GsCG and G{rG, Gs is abelian. Thus X̃ is an abelian cover – we
now show it is universal.

Indeed, we note that for any NC G, G{N is abelian if and only if rG, Gs Ă N. Thus, noting that if
Y

q
ÝÑ X is an abelian cover, then q˚pπ1pY, ‹qq “ N, and we have

p˚pπ1pX̃, ‹qq “ rG, Gs Ă N “ q˚pπ1pY, ‹qq.

Thus, by the lifting property of covering maps, there exists some p̃ : X̃ Ñ Y such that p “ q ˝ p̃.

It remains to show that p̃ is a covering map. To see this, let y P Y be given. We can choose a
neighborhood U Ă X of qpyq “ x such that q´1pUq Q y is a disjoint union of open sets that are
mapped homeomorphically to U. Then p̃´1pq´1pUqq “ p´1pUq which is a disjoint union of open
sets that are mapped homeomorphically by qp̃ to U. Equivalently, it is a disjoint union of open
sets that are mapped homeomorphically by p̃ to q´1pUq. Thus p̃ is a covering map onto Y. �

Fall 2022, 9 The space S1 ˆ S1 is the mapping cone of the map

ra, bs : S1 Ñ S1 _ S1,

representing the commutator of the inclusion of the left summand a : S1 Ñ S1 _ S1 and the
inclusion of the right summand b : S1 Ñ S1 _ S1. Use this and the long exact sequence to
compute the homology.

We have that, by above,
S1 ˆ S1 “

´

S1 ˆ r0, 1s
ž

pS1 _ S1
¯

{ „,

where px, 1q „ ra, bspxq for all x P S1 and px, 0q „ px1, 0q for all x, x1 P S1. Via the argument in 10.3,
we obtain the LES

¨ ¨ ¨ Ñ rHnpS1q
ra,bs˚
ÝÝÝÑ rHnpS1 _ S1q Ñ rHnpS1 ˆ S1q Ñ . . .

That is, plugging in the homologies of HnpS1q and HnpS1 _ S1q, we get

0 Ñ rH2pS1 ˆ S1q Ñ Z
ra,bs˚
ÝÝÝÑ Z2 Ñ rH1pS1 ˆ S1q Ñ 0.

We first note that, on first homology, ra, bs˚pxq “ x ` x ´ x ´ x “ 0, where x is the generator of
rH1pS1q. This implies that Z – H2pS1ˆ S1q and Z2 – H1pS1ˆ S1q. We finally note that H0pS1ˆ S1q

as this space is path connected, via the definition of the mapping cone and S1 and S1_ S1 are both
path connected. �

Fall 2022, 10 Let f : X Ñ Y be a continuous, pointed map. Let Σnp f q : ΣnX Ñ ΣnY be the
nth (pointed) suspension of f . Show that if for some n, Σnp f q induces the trivial map on reduced
homology, then it does for all n.
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We prove that Σn´1p f q and Σn`1p f q induces the trivial map on reduced homology. Once this is
proven, we may iterate 1 ď k ď n many times to obtain Σn´kp f q induces the trivial map on reduced
homology and for any k, we obtain Σn`kp f q induces the trivial map on reduced homology. WLOG
we may assume n ą 0 as if not, we need only prove that Σn`1p f q˚ is trivial.

We first begin with a similar argument as in 10.1 to get, for any integer m ą 0, rHk`1pSmXq –
rHkpSm´1Xq for all k. This also gives us the commutative diagram, for all k,

H̃k`1pSmpXqq H̃kpSm´1pXqq

H̃k`1pSmpXqq H̃kpSm´1pXqq

–

–

Sm´1p f q˚Smp f q˚

Then, again for any integer m ą 0, considering ΣmX “ SmX{ptpu ˆ r0, 1sq, we note we have the
LES, as pSmX, tpu ˆ r0, 1sq is a good pair,

¨ ¨ ¨ Ñ rHkptpu ˆ r0, 1sq Ñ rHkpSmXq Ñ rHkpΣmXq Ñ . . .

As tpu ˆ r0, 1s is contractible, this implies

rHk`1pΣmXq – rHk`1pSmXq – rHkpSm´1Xq,

for all k. This, again, gives rise to the commutative diagram, for all k,

H̃kpSmpXqq H̃kpΣmpXqq

H̃kpSmpXqq H̃kpΣmpXqq

–

–

Smp f q˚Σmp f q˚

As Σnp f q˚ is trivial, so is Snp f q˚, and thus so is Sn´1p f q˚ and Sn`1p f q˚, implying the same for
Σn´1p f q˚ and Σn`1p f q˚. �

15.6 Spring 2023

Spring 2023, #1
Let M, N be smooth manifolds and F : M Ñ N a smooth proper map.

(a) Show that F maps closed sets to closed sets.
(b) Show that the set of regular values is open.
(c) Let C Ă N be compact. Show that for every open set U Ă M containing F´1pCq there is an

open set V Ă N containing C, such that F´1pVq Ă U.

(a) Since F is proper, the inverse image of a compact set V Ă N is compact in M. Suppose A is
closed, we desire to show

FpAq Ă FpAq.

Take a sequence tynu
8
n“1 P FpAq such that yn Ñ y. Since yn belong in FpAq, it follows there

exists a sequence xn such that Fpxnq “ yn. Consider the compact set K “ tyu
Ť

tynu
8
n“1. By sequential compactness, we know that there exists a subsequence txnku such that

xnk Ñ x. However, f pxnkq Ñ y so by uniqueness of limits y “ f pxq. Therefore y P FpAq so
FpAq is closed.
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(b) Let A Ă M be the set of regular points of f . Let x P A and φ, ψ are coordinate charts around
x and f pxq. Since x is a regular point, dpψ ˝ f ˝ φ´1q is surjective at φpxq (meaning there is a
nˆn minor with non-zero determinant). However, det is a continuous map, so dpψ ˝ f ˝φ´1q

is also surjective at every point of some neighborhood of x. Therefore, this neighborhood is
a subset of A, which means that A is open.

Now, let B Ă N be the set of regular values. Then y P B iff f´1pyq Ă A, which is the
same as to say that f pxq ‰ A for every x P AC. In turn, this is equivalent to y R f pACq, so
B “ p f pACqqC. But since A is open, AC is closed, so f pACq is also closed, which means that
B “ p f pACqqC is open.

(c) Notice that in order for F´1pVq to be contained in U, it needs to not intersect UC, for which
V needs to not intersect f pUCq. So just take

V :“ p f pUCqqC.

First, notice that since U is open and f is a closed map, V is open. So it is enough to show
the two inclusions:

• Show that V Ą C by supposing the contrary. Then VC X C ‰ ∅, so there exists y P
VC X C “ f pUCq X C. Since y P f pUCq, there should be x P UC s.t. y “ f pxq. On the
other hand, y P C, so x P f´1pCq Ă U. Contradiction!

• Now, show that F´1pVq Ă U by supposing the contrary again. If this is not true, then
F´1pVq XUC ‰ ∅, so there should exist x P F´1pVq XUC. Since x P F´1pVq, f pxq P V “

p f pUCqqC. On the other hand, x P UC, so f pxq P f pUCq “ VC. Contradiction!

Thus the constructed V satisfies all the conditions.

�

Spring 2023, #2 Consider a smooth map F : CPn
Ñ CPn.

(a) When n is even show that F has a fixed point.
(b) When n is odd give an example where F does not have a fixed point.

(a) If we can show LpFq ‰ 0, we note that F has a fixed point by the Lefschetz fixed number
theorem. Recall that the cohomology ring

H˚pCP2k; Zq “
Zrαs

α2k`1 , |α| “ 2.

Let F˚pαq “ mα, where m P Z Then, by the cup product structure, we note that

F˚pαjq “ mjαj.

Thus,

LpFq “
k
ÿ

j“0

p´1qjTrpF˚ : H jpCP2; Qq Ñ H jpCP2; Qqq “

2k
ÿ

j“0

mj.

If m “ 1, then clearly LpFq ‰ 0. Otherwise,

2k
ÿ

j“0

mj “
m2j`1 ´ 1

m´ 1
‰ 0.
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(b) Consider F : Cn`1zt0u Ñ Cn`1zt0u

pz0, z1, ..., zn, zn`1q ÞÑ p´z1,´z0, ...,´zn`1, znq.

Note that
Fpλzq “ λFpzq.

Thus, considering π : Cn´1zt0u Ñ CPn, we have that π ˝ F factors through π, and thus we
get a well-defined map F̃ : CPn Ñ CPn where

rz0, z1, ..., zn, zn`1s “ r´z1, z0, ...,´zn`1, zns.

However, if this is the case, then z2i “ ´λz2i´1 “ ´λλz2i “ ´|λ|2z2i and z2i´1 “ λz2i “

´λλz2i´1 “ ´|λ|
2z2i´1 which implies that λ “ 0 or z “ 0, which is impossible.

�

Spring 2023, #3 Let

ω “
xdy^ dz` ydz^ dx` zdx^ dy

px2 ` y2 ` z2q
3{2

be a 2 -form defined on R3 ´ t0u and S2 Ă R3 the unit sphere.
(a) Compute

ş

S2 i˚ω, where i : S Ñ R3 is the inclusion.
(b) Compute

ş

S2 j˚ω, where j : S2 Ñ R3 is defined by jpx, y, zq “ p2x, 3y, 5zq.

(a) As we are on S2, we note that x2 ` y2 ` z2 “ 1 for all px, y, zq P S2. Thus, i˚ω “ xdy^ dz`
ydz^ dx` zdx^ dy. Thus, we have

ż

S2
i˚ω “

ż

S2
xdy^ dz` ydz^ dx` zdx^ dy

“

ż

D3
dpxdy^ dz` ydz^ dx` zdx^ dyq, (by Stokes theorem)

“

ż

D3
3dx^ dy^ dz “ 4π.

(b) We note that jpS2q is an ellipse that contains S2. Let E be the region of this ellipse with S2

removed. We first show that dω is in fact closed. However, ω “ f α where

α “ xdy^ dz` ydz^ dx` zdx^ dy and f “ px2 ` y2 ` z2q´3{2.

Then, dω “ dp f αq “ d f ^ α` f dα. Notice that dα “ 3dV and

d f “ ´px2 ` y2 ` z2q´5{2p3xdx` 3ydy` 3zdzq.

Thus,
dω “ d f ^ α` f dα “ ´3 f dV ` 3 f dV “ 0.

Considering the inclusion k : E ãÑ R3zt0u, we have

0 “
ż

E
k˚pdωq “

ż

E
dk˚pωq “

ż

BE
ω “

ż

S2
j˚ω´

ż

S2
i˚ω.
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Therefore,
ż

S2
j˚ω “

ż

S2
i˚ω “ 4π.

�

Spring 2023, #4 Let M be a connected compact manifold with non-empty boundary BM. Show
that M does not retract onto BM.

Fall 2013 #2. If such a retraction exists, then we can use the following LES in relative homology,
where pM, BMq is a good pair (by assumption):

0 Ñ HnpBMq Ñ HnpMq Ñ HnpM{BMq BÝÑ Hn´1pBMq i˚
ÝÑ Hn´1pMq Ñ ¨ ¨ ¨

We note that HnpBM; Z{2q “ 0 as BM is pn´ 1q-dimensional, and

HnpM; Z{2q “ H0pM, BM; Z{2q “ H0pM{BM; Z{2q “ 0

by Lefschetz duality.

As a retraction r : M Ñ BM exists, we have that id˚ “ pi ˝ rq˚ “ r˚ ˝ i˚, thus i˚ is injective.
However, Lefschetz duality also implies that

HnpM, BM; Z{2q “ H0pM; Z{2q – Z{2,

as M is connected. As B is injective, we obtain

Z{2 “ HnpM, BM; Z{2q “ im pBq “ kerpi˚q “ 0,

which is a contradiction.

�

Spring 2023, #5 Let Mm Ă Rn be a closed connected submanifold of dimension m.
(a) Show that RnzMm is connected when m ď n´ 2.
(b) When m “ n´ 1 show that RnzMm is disconnected by showing that the mod 2 intersection

number I2p f , Mq “ 0 for all smooth maps f : S1 Ñ Rn.

(a) Take two points x, y P RnzMm. Let S “ tx, yu. Then consider path f : r0, 1s Ñ tx, yu such
that f p0q “ a and f p1q “ y. It’s clear that f |S is vacuously transversal to Mm since its image is
tx, yu neither of which are in M. Furthermore, as S is closed, it follows from the transversal
extension theorem that there is a g, homotopic to f that is transversal to M with Bg “ B f . We
now claim that g doesn’t intersect Mm. For if it does, then at the point z P gpr0, 1sq XMm we
have the relationship

dimpTzp f pr0, 1sq ` dimpMq “ dimpRnq

However, the LHS is at most m` 1 ď n´ 1 while the RHS is n so we must have gpr0, 1sq Ă
RnzMm, implying we may write g : r0, 1s Ñ RnzMm.

98



(b) First we prove the given claim about intersection numbers of maps f : S1 Ñ Rn. As Rn is
simply connected, we may homotope f to some g : S1 Ñ Rn such that gpS1q “ p where
p R M. As mod 2 intesection numbers are invariant under homotopy, we have I2p f , Mq “
I2pg, Mq “ 0.

Suppose that RnzMm is connected. As M is a closed submanifold of dimension m, given
some m P M, there exists some open subset m P U Ă Rn and a chart such that U X M “

tpx1, . . . , xm, 0qu. Then, there exists some ε ą 0 such that px1, . . . , xm, εq, px1, . . . , xm,´εq P U
for some choice of x1, . . . , xm. Denote these points as p and q respectively. Considering the
path γ0 : r0, 1s Ñ Rn where

γ0ptq “ px1, . . . , xm, p1´ 2tqεq,

we note that I2pγ0, Mq “ 1. However, as RnzMm is connected, there exists another path γ1
connecting p and q entirely contained in RnzM. Thus, I2pγ1, Mq “ 0. However, then the loop
γ “ γ0 ˝ γ1 has intersection I2pγ, Mq “ I2pγ0, Mq ` I2pγ1, Mq “ 1, which is a contradiction,
as desired.

�

Spring 2023, #6
(a) If X is a finite CW complex and X̃ Ñ X is a path-connected n-fold covering map, then show

that the Euler characteristics are related by the formula

χpX̃q “ nχpXq.

(b) Let X “ Σg be a closed genus g surface. What path-connected, closed surfaces can cover
X?

(a) Given an m-dimensional CW-complex X, one can lift the CW-structure to a CW-structure on
X̃ by lifting the characteristic maps φa : Dk Ñ X to the cover p : X̃ Ñ X, which can be done
since π1pDkq “ 0.

If the degree of p is n, there are exactly n lifts of φa to Y. So, for each k-cell ek in X, there are n
k-cells in the lifted CW-structure on X̃ which are mapped homeomorphically onto ek. Thus,

χpX̃q “
m
ÿ

i“0

p´1qiC̃i “

m
ÿ

i“0

p´1qinCi “ n
m
ÿ

i“0

p´1qiCi “ nχpXq,

where C̃i is the number of i-cells in X̃ and Ci is the number of i-cells in X.

(b) We may construct a CW complex for X with 1 Let X̃ be a path-connected, closed surface of
say genus g1.

�

Spring 2023, #7 A group G is divisible if for all n, the map g ÞÑ gn from G to itself is surjective.
Show that if X is a path-connected CW-complex and if π1pX, xq is a divisible group, then the only
path-connected finite cover of X is X itself. (Hint: This can be proven directly or by first showing
that a divisible group has no finite index subgroups.)
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We first prove that π1pXq “ G has no finite index subgroups with index greater than 1. Let H be a
proper subgroup of index n ą 1, and let G{H be the set of left cosets of H. Then, G is partitioned
by the left cosets of H, namely,

G “ H
ž

g1H
ž

g2H
ž

¨ ¨ ¨
ž

gn´1H,

where g1, . . . , gn´1 R H. Since G is divisible, we can pick k P G so that kn! “ g1. Then kn!H “ H
such that g1 “ kn! P H, which is a contradiction.

Thus, π1pXq has no finite index subgroups with index greater than 1. Let X̃
p
ÝÑ X be a path-

connected finite covering space of X. Then, p˚pπ1pX̃, ‹qq Ă π1pX, ‹q corresponds to a finite index
subgroup of π1pX, ‹q. As the only finite index subgroup of π1pX, ‹q is itself, we must have that
p˚pπ1pX̃, ‹qq “ π1pX, ‹q, implying that X̃ is a 1-sheeted path-connected covering space of X, thus,
X̃ – X. �

Spring 2023, #8 Let Mn be an n-manifold, and consider a small disk Dn embedded in Mn. Show
that the inclusion

Mn ´Dn ãÑ Mn

induces an isomorphism on π1 if n ě 3 and a surjection if n ě 2.

Let Mn “ Mn ´Dn Y Dn and Sn´1 – Mn ´Dn X Dn. Since Sn´1 is connected, Van Kampen’s
theorem tells us f : πpDnq ˚ πpMn ´Dnq Ñ π1pMnq is surjective. However, note that since πpDnq

is simply connected when n ě 2, so πpDnq is the trivial group. Therefore, i˚ : πpMn ´Dnq Ñ

π1pMnq is surjective. To show we have an isomorphism, we just need to show that N which is the
normal subgroup induced by all the cycles of the intersection is trivial. However, the intersection
is Sn´1 which has trivial fundamental group when n ě 3. The desired result follows. �

Spring 2023, #9 Find, as a function of n and m, the homology groups

H˚
`

RPn`m, RPn; Z
˘

Consider the LES in relative homology for the pair pRPn`m, RPnq.

We have HipRPnq “ 0 for all i ą n, and HipRPnq Ñ HipRPn`mq is an isomorphism for i ă m. From
this, it follows that

HipRPn`m, RPnq – HipRPn`mq for i ą n` 1

and HipRPn`m, RPnq “ 0 for i ă n. For i “ n, n` 1, we have the exact sequence

0 Ñ Hn`1pRPn`mq Ñ Hn`1pRPn`m, RPnq Ñ HnpRPnq Ñ HnpRPn`mq Ñ HnpRPn`m, RPnq Ñ 0.

There are two cases.

Suppose n is even. Then, HnpRPnq “ 0, thus HipRPn`m, RPnq – HipRPn`mq for i “ m, m` 1.

Suppose n is odd. Then, HnpRPnq – Z and HnpRPn`mq “ Z{2Z, and our sequence takes the form

0 Ñ Hn`1pRPn`m, RPnq Ñ Z
φ
ÝÑ Z{2 Ñ HnpRPn`m, RPnq Ñ 0
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where φ is the map induced by inclusion. When we consider the inclusion RPn Ă RPn`m, the
top n-cell of the subspace gets an pn` 1q-cell attached to it in the larger space via a map of degree
2, and from the cellular chain complex you see that this n-cell that generates HnpRPnq – Z also
generates HnpRPn`mq – Z{2. In other words φ is surjective, and therefore HnpRPn`m, RPnq “ 0
and Hn`1pRPn`m, RPnq – kerpφq – Z.

�

Spring 2023, #10 Consider the CW-complexes A “ Sn _ Sn, X “ Sn ˆ Sn, and B “ Sn ˆ r0, 1s{ ˚
ˆr0, 1s, where ˚ is the basepoint of Sn. There are inclusions A ãÑ X given by the pairs of points
where at least one is the basepoint and A ãÑ B which takes one Sn to Sn ˆ 0 and the other to
Sn ˆ 1. Compute the homology of

Y “ XYA B

Consider the ‘thickening’ of X and B and call it U and V respectively. Then U X V deformation
retracts to A. We obtain the LES

¨ ¨ ¨ Ñ HmpAq Ñ HmpXq ‘ HmpBq Ñ HmpYq Ñ Hm´1pAq Ñ ¨ ¨ ¨

Via Van Kampen we obtain

rH˚pAq “ rH˚pSnq ‘ rH˚pSnq “ Z2
pnq.

Via Künneth we obtain

H˚pXq “ H˚pSnq b H˚pSnq “ Zp2nq ‘Z2
pnq ‘Zp0q.

Finally, noting that B deformation retracts onto Sn, we have8 H˚pBq “ H˚pSnq.

Firstly noting that X and B are path connected and “glued" together, our space Y is path connected.
Thus H0pYq – Z.

Case 1: n “ 1. In this case, we obtain the sequence

0 Ñ rH2pXq Ñ rH2pYq Ñ rH1pAq Ñ rH1pXq ‘ rH1pBq Ñ rH1pYq Ñ 0.

Considering the map f : rH1pAq Ñ rH1pXq ‘ H1pBq induced by the relations on the boundary, we
see that pa, bq ÞÑ pa, b, a` bq. This map is injective, so we have an epi-mono split at rH2pYq Ñ rH1pAq,
implying H2pYq – H2pXq “ Z. Additionally, we note that H1pYq – coker f “ Z xa, b, cy {Z xa, b, a` by –
Z.

Case 2: n ą 1.

In this case we must consider two portions of our LES. Namely

0 Ñ H2npXq Ñ H2npYq Ñ 0

and
0 Ñ Hn`1pYq Ñ HnpAq Ñ HnpXq ‘ HnpBq Ñ HnpYq Ñ 0.

8This can also be derived via relative homology.
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The first portion gives us that H2npYq – H2npXq – Z. In the second portion, we must analyze
the map, however it is the same map as above; f : HnpAq Ñ HnpXq ‘ HnpBq is the map in which
pa, bq ÞÑ pa, b, a` bq. As this map is injective, we obtain Hn`1pYq “ 0 and HnpYq – coker f – Z.

Thus, we have

HkpYq “

#

Z k “ 0, n, 2n,
0 otherwise.

�
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